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The purpose of the RANGES simulator is to link a rangeland ecosystem 

with the range management and range economic systems. With thi3 goal in 

mind, the level of complexity of the model needs only to satisfy the input 

requirements of the management and economic models. 

The model which meets these goals is composed of driving or exogenous 

variables, a soil water submodel, a producer section within a feedback loop 

containing a consumer section, and a market or economic section. The driving 

variables are mean daily temperature and daily precipitation either read from 

tapes of actual climatic data or generated hypothetically. The soil water 

submodel is primarily an evapotranspiration function based on soil character-

istics such as wilting point and field capacity. The information from the 

soil water level coupled with the mean daily temperature is used to control 

plant growth. The forage consumed by livestock consists of green and dead 

plant material. The protein content of each forage component influences the 

computed livestock consumption rate, which in turn determines whether or not 

the animals are gaining weight. The market section of the model calculates 

an animal price vector of dependent normal random variables from an array of 

mean net prices and a variance-covariance matrix for net prices. 

The plant growth response generated by the model is designed for infor-

mation to management models such as forage standing crop and the variation 

of forage available to cattle. For example, the simulation model can be used 

interactively with a dynamic optimization model, supplying forage response to 

different levels of grazing intensity and climatic fluctuations. The simu-

lation also supplies cattle weight gains for management purposes, and allows 

testing of management grazing regimes on simulated forage. 
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The western livestock grazing industry is very dependent upon certain 

biotic and abiotic processes occurring in the environment. Variations in 

the temperature and precipitation regime of an area cause unpredictable 

fluctuations in the resource response. However, given the source of the 

variation and the processes influencing resources, some questions concerning 

efficiency of grazing can be answered. 

The study of ecological response to abiotic variables (variables that 

perturb the biotic system and cause variation) can be undertaken in several 

ways. The first, and most frequently utilized, is the measurement of ecologi-

cal parameters in a field or laboratory study. This method attempts to reduce 

variation in an experiment by controlling certain physical parameters which 

affect the response of the dependent variable. Controlled experiments, 

however, usually entail removing the measured variable from its natural state. 

A contemporary method, which relies on knowledge of the natural behavior 

of the system, involves adapting empirical information into a mathematical 

model. The result is a system which can be experimented with, while main-

taining the interaction of the components. Field and laboratory experiments 

become costly and unmanageable quickly when dealing with a complex system. 

On the other hand, once a mathematical model has been developed, a multitude 

of experiments can be performed inexpensively. Although mathematical models 

are always less complete than the natural systems, they are capable of supply-

ing information when only low resolution information is required to solve a 

problem. 

Ecological data of the type generated by the model is of primary im-

portance to grassland management. Given stochastic driving variables, plant 

production can be generated and the statistical properties of the resulting 

data can be used in management models. 

A series of grassland ecological models were developed under the title 

RANGES. The objectives were to use available information regarding the 

growth of herbage in a grassland ecosystem as a function of the major driving 

variables which are taken to be temperature and rainfall. Forage response, 



together with the known response of various classes of domestic ruminants can 

then be used to determine animal weight gains for different stocking strategies 

and for different supplemental feeding strategies. The model can be used to 

investigate various marketing strategies and the effects of this entire 

collection of management practices on income. 

These objectives delineate certain biotic, abiotic, and economic systems 

as being necessary in a model which addresses the objectives. A plant growth 

system is needed because of its influence on the livestock enterprise. With 

these data and acknowledging the natural variation inherent in herbage growth, 

the second system requirement becomes evident. Plant growth is determined 

by solar radiation, soil temperature, CO2 availability, soil water and pheno-

logical stage; but air temperature and rainfall are assumed to be the most 

important driving variables. 

The soil water system is the link between the abiotic and biotic systems. 

Although there is a strong correlation between rainfall and plant growth, 

there are important processes which limit the quantity of water available for 

plant growth and determine the persistence of available water in the soil layer. 

The final model requirement, "investigating market strategies", necessi-

tates information about market behavior, including random fluctuations which 

might be expected. The economic system also requires knowledge of costs 

involved in the enterprise to determine when marketing might be most profitable. 

Generality and simplicity are also necessary attributes of the model if it is 

to be used on varied grassland sites with minimal data input from a specific 

site. 

CONCEPTS 

Simulation techniques. There are two major schools of thought in mathe-

matical modeling of dynamic systems. One revolves around systems of differential 

equations and their exact solutions, and the other is oreinted toward simulating 

the solution with systems of differential or difference equations. There are 

several practical and philosophical reasons for choosing simulation as the 

method for meeting the objectives of the RANGES model. The first and foremost 



reason is the inability of analytic solution techniques to solve the system 

of equations which addresses the objectives of the model (Forrester, 1968). 

The conceptual difficulty in using instantaneous rates when they are physically 

unmeasurable (as ) also lends credibility to the use of simulation 

techniques (Innis, 1972). Systems are often viewed in difference terms; 

i.e. the flow from one state to another is measured over a finite time inter-

val, which makes a scheme using difference equations more credible (Innis, 1972). 

A system of difference equations is the basis of this model using an 

initial value solution technique. Thus, each successive state of the system 

is determined from the previous one, knowing only the flow definitions 

and the level of the state variable at the previous time step. The general 

form of the solution scheme is: 

(1) 

where X(t) is the amount of material in, or the level of, the state variable 

X at time t, t is the current simulated time, At is the time step or incre-

ment of simulated time, is the sum of the flows into state variable X 

and is the sum of the flows out of state variable X . 

Equation 1 states that the level of X after At amount of time has elapsed 

will be the level of X at the previous time plus the sum of the flows into and 

out of X multiplied by the time step. Thus, interaction in the system can be 

easily represented by having the flows into or out of one level be dependent 

on another level. This conceptual framework was retained for all versions 

of the RANGES models whether they were coded in SIMCOMP or FORTRAN. 

The model structure is composed of five principal parts: (i) abiotic 

driving variables, (ii) soil water submodel, (iii) producer section, (iv) 

consumer section, and (v) economic section (Fig. 1). 

Driving Variables 

Driving variables are those that are independent of the simulated system, 

but are necessary to initiate response by the system within some arbitrary 

boundary which is being modeled. In RANGES, the driving variables are daily 

precipitation and mean daily temperature. These variables are not mechan-

istically described in the model because they are not considered part of the 

feedback with the biotic subsystem. 



Fig. 1. Diagram for the RANGES grassland simulation model. 



Daily precipitation can be obtained in three ways for use in RANGES: 

(1) from historical weather records read in from magnetic tape, (2) from a 

sine function representation of average historical data, or (3) from a sto-

chastic precipitation generator. For debugging purposes, average historical 

precipitation data can be represented by a sine function with appropriate 

phase and amplitude shifts, such as the following equation for the Pawnee 

Grasslands (Fig. 2): 

Daily Rainfall (inches) = (2) 

where IDAY is the Julian day. 

The average daily temperature has two possible forms for entry into the 

model: (1) historical data from magnetic tape, or (2) as a sine function 

representation of historical averages, such as the following for the Pawnee 

Grasslands (Fig. 3): 

Average daily temperature 

(3) 

where IDAY is the Julian Day. (See Appendix 6 for derivation of 

coefficients for the sine function.) 

Soil Water Submodel 

The driving variables perturb the system from its initial state via 

several processes. One of the processes, evapotranspiration (ET), is in-

fluenced by both precipitation and air temperature. Although other factors 

are important in the ET process, these two give results which meet the model 

objectives. 

The soil water submodel takes temperature and precipitation as inputs 

and, after accounting for ET, yields available soil water. The soil water 

present influences the plant growth and is used as an index to moisture 

effects on such processes as plant death and decay. Potential ET is cal-

culated as a function of temperature and is used to compute actual ET as a 

function of soil water present. However, above field capacity potential ET 

is used as the actual ET, and below wilting point ET is set equal to one-

hundredth of ET at wilting point, i.e. there is no more transpiration. When 



Average Precipitation 
Predicted Average 

Precipitation 
Standard Deviation 

J F M A M J J A S O N D 
3 0 6 0 9 0 1 2 0 1 5 0 180 210 2 4 0 2 7 0 3 0 0 3 3 0 3 6 0 

MONTH 

PPT = 14.* 

Fig. 2. Predicted monthly precipitation amounts using a sine function for the 

Pawnee National Grasslands. Averages and standard deviations are from 

Rasmussen et al., 1971. 
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Temperature = 

Predicted daily temperature values using a sine function for the 
Pawnee National Grasslands. Maximum and minimum temperatures are 
from Rasmussen et al., 1971. 



soil water exceeds total soil water holding capacity, then ET is increased 

proportionally to the excess soil water, which is a ploy to represent water 

runoff from the soil (Fig. 4). 

Plant Growth Submodel 

Two approaches were used in dealing with plant growth. The first used 

a regression equation of a particular form to represent plant growth as a 

function of temperature, soil water and live plant biomass. The second method 

used a more mechanistic approach in hopes of achieving a wider range of appli-

cability for the model. Only the second approach is described here. 

The regression formulation caused the model to be site specific. Its 

use at another site would require collecting plant growth data and determining 

new regression coefficients. Therefore, a more generally usable formulation 

requiring only easily obtainable data was attempted. The result is a more 

mechanistic representation of the plant growth process. The approach is to 

take basic photosynthesis and respiration rates as functions of soil water 

and temperature, and from these to compute the potential plant production per 

unit of live plant material. Plants were also divided into two categories 

that exhibit distinct photosynthesis and respiration responses to temperature 

and moisture. These two categories are cool season (C3) and warm season (C4) 

plants. The result is a better representation of seasonal growth patterns 

and species differences between sites. This formulation only requires infor-

mation on abiotic parameters and soil water holding characteristics as input 

when the model is run on a new site. 

Photosynthesis 

The photosynthesis rate is assumed to depend primarily upon available 

soil water and average daily temperature. The form of the equation is the same 

for both cool and warm season plants with Q being equal to C or W , respectively 

in the program. 

Photosynthesis rate (g/m
2

/day) = ETQ * ESMQ * QBM * QMAX (4) 

where ETQ is the effect of temperature on photosynthesis (proportion); ESMQ 

is the effect of soil water on photosynthesis (proportion); QBM is aboveground 
2 

green plant biomass (g/m ); and QMAX is the maximum photosynthetic rate (grams 

photosynthate/gram live plant biomass/day). 
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Fig. 4. (a) Potential ET calculated as a function of temperature. 

(b) Actual ET calculated from potential ET and the amount of 
water present in the soil. 



The temperature term is intended to embody radiation effects, as well as 

temperature effects. A parabola is used to give an increasing beneficial effect 

on photosynthesis with increasing temperature until an optimum point is reached, 

after which the temperature effect diminishes (Connor et al., 1974) (Fig. 5). 

It should be noted there is a slight shift in the curves to seemingly lower 

than normal temperatures, a result of using average daily temperature. Also, 

there is new evidence that western wheatgrass requires only very low temperatures 

for growth initiation (Joe Trlica, personal communication). 

The soil water factor represents the impact of effective soil water in the 

top 250mm of soil on photosynthesis. Additional soil water increases the photo-

synthesis rate to the maximum at field capacity. Different functions were used 

to represent the differences between cool and warm season plants reported by 

Brown (1974). Both curves are scaled according to the soil-water relation 

parameters, wilting point and field capacity; therefore, site differences can 

be readily incorporated into the model. 

Maximum photosynthesis rates for blue grama and western wheatgrass were 

used to represent warm and cool season plants, respectively. The highest 

reported rates were obtained from CO2 gas exchange data collected at the 

Pawnee Grasslands, and should represent the maximum possible field rate 

(Brown, 1974). 

Respiration 

Respiration data was collected on the Pawnee Grasslands site for blue 

grama and western wheatgrass using a CO2 gas exchange mechanism (Brown, 1974). 

The results enabled respiration to be calculated using an exponential function 

on the temperature interval between 0°C and 30°C (Fig. 6). Temperature was 

considered to have the dominant influence on respiration and, therefore, soil 

water was not considered a factor. 

Net Primary Production and Aboveground Accumulation 

Net primary production (NPP) is assumed to be the difference between 

photosynthesis and respiration: 



ETW = 1. -(TR-25.) ** 2 / (15.*15.) 
ETC = 1. -(TR- 18.) ** 2 / (16.* 16.) 

ESMW = 1.-EXP (-QW * ( SW - WILT)) where, Q W = 5./ (FCAP - WILT) 
ESMC = QC* (SW-WILT) QC • 1./ ( FCAP-WILT) 

FCAP= 40 
WILT= 10 

Fig. 5. (a) Effect of temperature on cool (ETC) and warm (ETW) season plant photosynthesis. 

(b) Effect of soil water on cool (ESMC) and warm (ESMW) season plant photosynthesis. 



TEMPERATURE 

EWR = .01 * EXP ( .161 * TR ) 
ECR = .03 * EXP ( . 126 * T R ) 

Fig. 6. Effect of temperature on cool (ECR) and warm (EWR) season plant 
respiration. 



All of the carbon fixed by the plant shoots is not retained aboveground, how-

ever. Large quantities of the photoassimilate are translocated belowground 

to crowns and roots. There is evidence to suggest that as much as 60 to 88% 

of the photoassimilate is translocated (Singh and Coleman, 1974). Although 

seasonal variation undoubtedly exists as a function of plant phenology, the 

lumping of plant species in this model removes the importance of the variation. 

Therefore, a value of 70% was used to represent translocation. 

Two feedbacks are used to help give the photosynthesis equation stability. 

The biomass term in the equation itself helps stabilize the equation, and 

limited photosynthesis based on water availability helps prevent unreasonable 

growth when dry conditions occur. The grams of water required are varied over 

seasons to incorporate the effects of plant phenology into the model (McGinnies 

and Arnold, 1939) (Fig. 7). 

Death and Decay IN the Plant Growth Submodel 

Providing realistic forage values requires incorporation of death and 

decay processes into the model. These processes result in non-green plant 

biomass and litter compartments. Non-green plant material can accumulate when 

respiration exceeds photosynthesis or when hot or cold temperatures kill plant 

tissue (Fig. 8). The non-green state is then modified as a function of tem-

perature and soil water resulting in decomposition, represented by the flow of 

material to the litter compartment (Fig. 9). Both compartments are influenced 

by the intensity of cattle grazing simulated in the model (Fig. 10). Heavy 

grazing kills some live plant material and also knocks down non-green plant 

material, adding to the flows to non-green and litter, respectively (Whitman, 

1974). 

Consumer Submodel 

The consumer submodel is part of the feedback loop with the producer 

submodel. Consumers exhibit control on plant growth as a function of the 

number of animals present. Control is attributed not only to grazing by 

consumers, but also to trampling loss. The model is designed to handle up 

to five livestock classes, e.g. steers, calves, cows, sheep, etc. All that 

is required for a consumer to be entered into the model is that the consumer 



B = 550. + 200. * SIN((IDAY + 40)/365. * 6.28) 

Fig. 7. Grams of water required to produce one gram dry weight of 
plant biomass. 



10 15 20 

TEMPERATURE ( ° C ) 

.10 * ( TR - 25.) + . 10 for X > 2 5 
ETODW = 1.1 - .1 * TR for X<10 

.10 otherwise 

.10 * (TR-20 . ) +.10 for X > 20 
ETODC = 1.1- . 2 * TR for X < 5 

.10 otherwise 

ETODW 
ETODC 

Fig. 8. Effect of temperature on death of cool (ETODC) and warm (ETODW) 
season plants. 



TEMPERATURE (°C ) 

DRTD = .004 + . 0 0 0 3 2 * TR 

SOIL WATER mm H 2 0 / T 0 P 2 5 0 m m SOIL 

DPF = 1. + ( 1. / ( F C A P - W I L T ) ) * ( X ( 21) - WILT) 

FCAP = 4 0 
WILT = 10 

Fig. 9. (a) Dry plant material flow rate from standing dead to litter as a 
function of temperature. 

(b) Increased flow from standing dead to litter due to the presence 
of water. 



LIVESTOCK BIOMASS g / m 2 

Plant loss ( g / m 2 / d a y ) = .0008 * X ( I 2 ) * ANTOT 

Fig. 10. Trampling loss from livestock for 3 grazing intensities. 



be a ruminant herbivore and that certain pertinent information be known, 

i.e. number of individuals in the consumer class, average weight per individual, 

effect of supplemental nitrogen on forage consumption, etc. 

The consumer's diet is composed of live and dead plant material. Inges-

tion rate is determined by simulating rumen activity (Rice et al., 1974). Rumen 

capacity is determined as a constant proportion (.16) of the metabolic size 

of the animal (kg liveweight In all cases where a relationship to body 

weight is needed, metabolic size is used to make the model more general for 

ruminant consumers. The potential ingestion rate is the rumen capacity minus 

the rumen fill, which is composed of rumen dry matter and microbial protein. 

When available forage is not sufficient to meet livestock demand potential, 

ingestion is reduced as a function of the consumer's ability to utilize limited 

forage (Bement, 1969). 

The dynamics of rumen fermentation are central to the herbivore intake 

subroutine. The biological assumptions are that the rumen microbes control 

the processing rate of foodstuffs and that the available carbohydrate and 

protein determine the quantity of microbial protein which is acting on the 

food ingested. 

Microbial protein yield per 1OOg of digestible organic matter is about 8-20g 

(Hume, Morr and Somers, 1970). Dietary nitrogen content is used as an index 

to organic matter digestibility (Fig. 11). Thus, 1OOg digestible organic matter 

is equivalent to 430 kcal energy. Then if microbial protein yield is 8g/g 

digestible organic matter, .0186g of protein is produced per kcal digestible 

organic matter (8g microbial protein/430 kcal/1OOg digestible organic matter). 

Therefore, as nitrogen in the diet increases, digestibility increases and the 

growth of microbial protein increases. However, when dietary nitrogen content 

exceeds 1.8% microbial protein, growth is assumed to hold constant rather than 

to be continually increasing. 

Rumen microbial protein content determines how much of the potentially 

digestible food will be digested. Four percent of ingested foods are digested 

per day for each gram of microbial protein per metabolic size as determined 

from digestion versus microbial population data. As microbial protein in-

creases, the fermentation digestion rate increases, which increases the normal 

exit rate of digestible material, leaving more space in the rumen for increased 

ingestion. Also, higher fermentation rates add to the normal passage rate of 

material from the rumen to the intestine, again increasing potential intake. 



PERCENTAGE NITROGEN IN THE DIET 

Fig. 11. Grams of microprotein resulting from each kcal of digestible organic 

matter as a function of percentage nitrogen in the diet. 



The amount of nitrogen in the forage is determined by the relative plant 

growth rate (Fig. 12). The nitrogen in the diet is assumed to be higher than 

the average in the forage due to animal selectiveness. An approximate nitro-

gen value was obtained assuming herbivores consumed three times as much green 

as dry plant material. The nitrogen in the diet may also be increased by 

the presence of high protein supplemental feed. 

Weight gain for each livestock class is determined by subtracting metabolic 

requirements from the energy resulting from digestion. Energy is obtained from 

food passed into the intestine, from microprotein, and from volatile fatty 

acids produced in the rumen. If this energy supply is not greater than metabolic 

requirements, a net loss in weight is experienced by the animal. Weight gain 

per kcal of digestible energy is a function of an animal's size compared to its 

mature size (Hedrick, 1968). Thus, the larger the animal, the greater the 

energy requirement per gram of weight gain (Fig. 13). 

Livestock respiration, excretion and all other animal losses are assumed 

to be the difference between total food ingested and weight gain. 

Economic Simulation 

The economic submodel was developed to generate stochastic monthly market 

values from historical information. The value of livestock could then be de-

termined if we know their initial cost and supplemental feed cost and assume 

rangeland grazing to be cost free. 

The method used requires a vector of monthly mean market values and the 

square root of the variance-covariance matrix of the dependent market values. 

A vector of dependent normal random variables is derived from this information 

using the methods of Naylor et al. (1966). The method entails generating the 

random variables from a multivariate normal distribution with covariance. 

The economic submodel assumes a cattle enterprise for determining the 

base market value. Some transformation would be necessary for conversion 

to sheep or other livestock values. During the simulation, prices are deter-

mined on a monthly basis and compared with the cash value of each livestock 

class enabling the current values of each class to be determined. 



3.0 

R G R 

RGR = Growth rate per unit green plant biomass. 
NGN = Percentage nitrogen in green plant biomass. 

Fig. 12. Nitrogen content of green forage as a function of relative plant 
growth rate. 



PERCENTAGE OF MATURE SIZE 

Fig. 13. kcal of available energy required to produce 1 gram of gain for 
animals at different stages of maturity. 



RANGES is written in ANSI standard FORTRAN, and has been successfully 

exported to two other installations. A deck and this manual are available 

at cost from the Regional Systems Program, 325 Aylesworth Hall, Colorado State 

University, Fort Collins, Colorado, 80523. 

The FORTRAN coded model is composed of two major parts. One is the 

biological simulation and the other is the simulation programming overhead 

(Fig. 14). In general, any simulation of interest could be substituted for 

the first section, while the second section would remain unchanged, except 

for the inputs. 

Structural modifications to the model are described in a later section 

of this report, and give insight into the simulation method used. The model 

was developed in a modular fashion to allow changes and function substitutions. 

Subroutines describing biological functions such as plant growth (GROW), evapo-

transpiration (ET) and ruminant consumption (RUMEN) can be substituted directly 

for inadequate or obsolete functions, provided the subroutine parameter lists 

remain the same. A substitution for RUMEN illustrates this point (Appendix 3). 

Deck Structure 

There are three sections required for running this model: (i) control 

cards, (ii) FORTRAN program, and (iii) input data. The control cards re-

quired to run RANGES will vary from installation to installation. The control 

cards required at CSU are discussed below to give programmers at other in-

stallations an idea of the analogous commands to give other machines. 

CARD NUMBER: 

1 - HI527,AFNRCSCT,T40,PR100,CM60000. RANGES. 

2 - FTN,L=0. 

3 - LGO. 

4 - 7-8-9 (multipunched in column 1) 

5 - (7 spaces) PROGRAM RANGES (INPUT,OUTPUT,TAPE1=INPUT, 

TAPE2=OUTPUT,TAPE3=PLTSV,TAPE4,TAPE5) 

Card 1 identifies the job and sets the physical requirements and limits 

for the job. It contains the job sequence number (HI527), the charge account 

number (AFNRCSCT), the time limit (40 central processor seconds), printed 

page limit (100 pages), core limit (60 K ) , and an identification code (RANGES). 



Fig. 14. RANGES program organization indicating modular design. 



The model requires about 16 seconds to compile and about 16 seconds to execute 

for a one-year simulation with a one-day time step on a CDC 6400 computer. The 

number of printed pages varies according to the output requests and whether a 

program listing is obtained. The program listing alone requires about 60 pages 

including loader maps, and average printed simulation output is about 20 pages. 

Card 2 (FTN,L=0.) loads the FORTRAN compiler into central memory and 

compiles the program. The L=0 parameter supresses the program listing to 

reduce printed output. 

Card 3 (LGO.) loads the object code and executes the simulation with 

the results being printed on the system output device. 

Card 4 (7-8-9) separates the control cards from the FORTRAN deck. 

Card 5 (PROGRAM ) is the first card of the FORTRAN deck and specifies 

input and output devices. It is specific to CDC machines and is explained 

in Appendix 4. 

The remainder of the FORTRAN deck (Appendix 2) follows Card 5 and is 

trailed by another separator card (7-8-9). The data section follows the end 

of record card (7-8-9) and can be composed of as many as four parts: (i) out-

put control directives requesting variables to be printed and plotted, (ii) 

user supplied data cards which define the simulation input variables, (iii) 

data cards generated from the program PREGEN if stochastic precipitation is 

desired or sine function parameters for precipitation, and (iv) sine function 

parameters for temperature. 

Different control cards are necessary if abiotic data is to be input 

from a magnetic tape; for example: 

Job Card 

FTN,L=0. 

COPYCR,INPUT,DATA. 

REQUEST,EXFILE,HY,ID-D0245,READ. 

REWIND,EXFILE. 

COPYCF,EXFILE,DATA,1. 

REWIND,DATA. 

LGO,DATA. 

7-8-9 



The gist of these control cards is to copy the data following the program 

deck, onto a file called DATA. Secondly, request a magnetic tape with the 

necessary abiotic data on it and copy that information onto the file called 

DATA following the information from the previous copy. Finally, execute the 

program with file DATA attached as the input file. It should be noted that 

the input format in SUBROUTINE RECRD should correspond to the format of the 

abiotic tape. Also, specification of stochastic weather generation requires 

running a separate program (PREGEN) to obtain input parameters for the geo-

graphic point of interest (Appendix 5). 

Data Section 

The data section follows the end of record card (7-8-9), which trails the 

FORTRAN deck, and consists of two parts. The first part of the data section 

is a set of output control directives requesting variables to be printed and 

plotted. The second part consists of user-supplied data cards which define 

the input variables for the simulation. The last data card must be a blank 

trailer. 

Output Control Directives 

All output control directives contain the following data fields: 

COMMAND. nl,n2,n3,•••,n14. 

The command begins in column 1 and contains no embedded blanks. Legal commands 

are PRINT, FLOW, PLOT, and END. The integer constants nl through nl4 are 

right-justified in fields of five columns each, starting in column 11. Note 

that some fields may not be used by some commands. 

The card columns of each of the fields are: 

Field Card Column 

COMMAND 1-10 

n1 11-15 

n2 16-20 

n3 21-25 

nl4 76-80 

The output directives PRINT, FLOW, and PLOT may appear in any order before 

the END. card. 



PRINT Directives 

The state variables X(J), J=l,99, may be requested for tabular output 

by PRINT directives. Upon encountering a PRINT command in columns 1 through 

6, the card is scanned in numeric fields of five columns each, starting in 

column 11 and ignoring blank fields. All constants encountered are inter-

preted as the indices of the state variables to be printed. Note that the 

constants must have values which range from one to 99. There is no limit to 

the number of PRINT cards which may be used. The time interval between 

printouts is the value of DTPR. 

FLOW Directives 

The current values for any of the flows between state variables may be 

requested by the command FLOW. 

The command FLOW appears in columns 1 through 5. Successive pairs of 

numeric fields are then interpreted as the indices of the flows to be printed. 

For example: 

FLOW. 11 12 

would print out the flows between X(11) and X(12). As many FLOW cards as 

necessary may be included. If a flow is requested which does not exist, the 

flow is ignored. The interval between FLOW printouts is the value of DTFL. 

PLOT Directives 

A graph of a state variable over time may be requested by a PLOT command. 

The command PLOT, appears in columns 1 through 5. The first numeric field in 

columns 11 through 15 is interpreted as the total number of plots or graphs 

which are needed. The rest of this card is left blank. The cards which 

follow the PLOT card must be blank in columns 1 through 10. The number of 

these cards must equal the total number of plots desired, as each card gen-

erates a graph. The indices of the state variables which are to be plotted 

together appear on the same card in the first five numeric fields. There 

can be at most five variables plotted per graph and at most 20 graphs, i.e. 

at most, 20 cards after the PLOT card. 



PLOT. 2 

80 
21 11 12 

In the above example, there will be two graphs. The first will plot 

state variable 80, and the second graph will plot state variables 21, 11 

and 12. 

The interval between plotted values is DTPL. This part of the data 

section must be terminated by an END. card beginning in column 1, whether 

or not tabular or graphical output is requested. 

User Supplied Data 

The second section contains initial values of variables for the simu-

lation according to the following order and format (Note: the current state 

of the model requires DT = 1): 

1st card: TSTRT, TEND, DT, DTPR, DTFL, DTPL 

FORMAT (8F10.0) 

2nd card: X(10), X(ll), X(12), X(21) 

FORMAT (8F10.0) 

3rd card: NCLAS, MODT, MODP, INYR, AREA, FCAP, THOLD, 

WILT, SOILA, SOILB, TINIT 

FORMAT (311, 12, 5 X , 7F10.0) 

Note: SOILA and SOILB are not presently used in the model but are available 

to the user for future development. 

If NCLAS is zero, i.e. there are no herbivores present, then the follow-

ing cards up to the weather data input are not read and should not be present 

in the data deck. Otherwise, there should be J=1, NCLAS cards following plus 

the price variance-covariance matrix and mean price vector. 

IN (J), MKT (J), INFD (J), NOFD (J), LVWT (J), SUPRT (J), 

SUPPR (J), STKNO (J), SUPN (J), MSZ (J) 

FORMAT (413,8X, 6F10.0) 

The next 24 cards contain the animal class price variance-covariance 

matrix, six elements per card. 



FORMAT(7X,6(E10.4,IX)) 

The user would probably want to use the supplied variance-covariance matrix 

as it represents several years data and then modify PRMN, the mean net price 

to correspond with the current market status. 

Note: The matrix is actually read into a vector PRCOV(144) by columns and 

later passed to subroutine NRM as a matrix. 

The next two cards contain the mean monthly animal price per hundred-

weight. 

PRMN(12) 

FORMAT(7X,6(E10.4,IX)) 

The last two card sets are read if MODP or MODT equals 2 or 3. 

MODP = 2: three sine function coefficients: HI, H2, H3 

FORMAT(3F10.0) 

MODP = 3: seven cards, the title and three sets of Fourier coefficients: 

(NAME(I), 1=1,3) 
FORMAT (2A4,A2) 

3 pairs: 
NT, A1 

FORMAT(13,F10.0) 
(A(I), B(I), 1=1,NT) 

FORMAT(12F6.4) 

The first two cards have the number of terms and coefficients for the 

Fourier representation of the weekly averages of the probability of a dry 

day. The second two cards represent the probability of a dry day preceded 

by a dry day and the third pair represents the average weekly storm size. 

Last card: MODT = 2 or 3: three sine function coefficients: H4, H5, H6 

FORMAT(3F10.0) 

The variables used above are defined in Appendix 1. An example set of 

user supplied data is given in Table 1. These inputs are representative of 

the Pawnee National Grasslands. 



Table 1. Example input variables to the RANGES grassland simulation model. 

Parameter Input Value Dimension Description 

System Control Parameters 

Abiotic Parameters 

Biotic Parameters 

Economic Input Parameters 

TSTKT 

TEND 

DT 

X(21) 

WILT 

FCAP 

THOLD 

MODT 

MODP 

AREA 

HI 

H2 

H3 

H4 

HS 

H6 

X(10) 

X(11) 

X(12) 

IN 

LVWT 

MKT 

SUPRT 

INFD 

NOFD 

SUPPR 

STKNO 

SUPN 

MSZ 

NCLAS 

PRMN 

PRCOV 

0. 

365. 

1. 

20. 

10. 

40. 

50. 

2. 

2. 

320. 

14. 

60. 

0. 

30. 

120. 

22. 

0. 

0. 

20. 

0. 

400. 

365. 

.001 

280. 

365. 

.025 

30. 

25. 

1200. 

1. 

Matrix 

Matrix 

Day 

Day 

Day 

mm H O/top 250 mm soil 

mm H O/top 250 mm soil 

mm H O/top 250 mm soil 

mm H
2
0/top 250 mm soil 

Control variable 

Control variable 

Acres 

Dimensionless 

Dimenslonless 

Dimensionless 

Dimensionless 

Dimensionless 

Dimensionless 

g/m
2 

g/m
2 

2 
g/m 

Day 

lb 

Day 

Body weight proportion 

Day 

Day 

$/lb 

Number 

X 

lb 

Number 

$/cwt 

$/cwt 

Starting simulation time 

Ending simulation time 

Simulation time step sine 

Initial soil water level 

Soil wilting point 

Soil field capacity 

Total water holding capacity 
of soil 

Temperature generated by 
sine function 

Precipitation generated 
by a sine function 

Area to be simulated 

Amplitude of precipitation 
sine wave divided by two 

Displacement along time axis 

Displacement along vertical 
axis 

Amplitude of temperature 
sine wave divided by two 

Displacement along time axis 

Displacement along vertical 
axis 

Initial warm season plant. 
biomass 

Initial cool season plant 
biomass 

Initial standing dead plant 
biomass 

Stocking day 

Initial average body weight 
for animal class 

Market day 

Supplemental feed rate 

Begin supplemental feeding 

End supplemental feeding 

Supplemental feed cost 

Number of animals 

Supplemental feed nitrogen 
content 

Mature body weight for 
animal class 

Number of livestock classes 

Mean net prices 

Price variance-covariance 
matrix 



Modifications 

Additional output. If additional output is needed, FORTRAN WRITE state-

ments using logical unit number 2 or FORTRAN PRINT statements may be inserted 

in the program wherever they are desired. They must be accompanied by the 

appropriate FORMAT statements. 

Additional state variables and flows. In order to add additional state 

variables, the variable XNST and the array XST(99) must be altered in the main 

program. XNST is the number of state variables used and XST(99) is a list 

of state variable indices. 

For example, if the state variable 7 is to be added to the program, the 

value of XNST must be increased by one, and the number 7 entered at the end 

of the array XST(99). 

In order to add additional flows to the program, the variable XNF and 

the array XFR must be altered in the main program. XNF is the number of 

flows and XFR is the flow reference table. 

For example, if the flow from state variable 7 to state variable 39 is 

to be added, the value of XNF is increased by one and 739 is entered as the 

last entry in the array XFR. 

In addition to the above changes, the FORTRAN code of the flow must be 

added in SUBROUTINE XFLWS as follows: 

XN = XN + 1 

F = 0. 

FORTRAN CODE 

XF(XN) = F 

where F is the flow between 7 and 39. 

Substituting Subroutines 

RANGES was specifically designed to keep processes, as much as possible, 

within one routine. Thus, new subroutines can take the place of the original 



ones provided the subroutine argument list remains the same. Care must be 

taken that variables used in other parts of the program are not left undefined 

in a new subroutine. If additional variables are needed in a subroutine, 

some minor programming changes can be made to meet this end. This capability 

allows detailed site specific information to be readily entered into the model 

in functional form. An example of such a substitution is shown in Appendix 3. 

CASE EXAMPLES 

Applicability of the model to a wide range of conditions is presented 

as a series of case examples run on three different experimental range sites. 

First, the whole model is exercised using Pawnee Grasslands input parameters. 

The Pawnee Site is simulated again, only without grazing, and the results are 

then compared to simulations of the Dickinson Site in North Dakota and the 

Eastern Colorado Range Station (ECRS) in Colorado. The only alterations re-

quired when running the model on any of these sites are new soil water parameters 

and appropriate driving variables for the site, i.e. temperature and precipitation 

data. 

Example Pawnee Grasslands 

This example illustrates all of the model components, i.e. soil water, 

plant production, livestock grazing and economic considerations. The discussion 

of the model function should help when interpreting the other case examples. 

Input parameters used to generate these results are given in Table 1. 

A simple sinusoidal function was used to generate daily precipitation 

and temperature values for a one-year run. Soil water rises sharply during 

the spring when there is precipitation and little evaporation to remove water 

from the soil. As soon as the temperature increases, soil water is lost 

both through evaporation and transpiration (Fig. 15). Above 5°C cool season 

plants initiate growth and above 10°C warm season plants begin growing (Fig. 

16). A five-day growth initiation period is allowed for the plants, after 

which 70% of the photosynthate per day is assumed to be translocated to the 

roots. Plant production responds to soil water level and average daily air 

temperature. Growth continues, contingent on soil water availability, until 

45 days have elapsed or a decrease in production is experienced. Either of 

these conditions causes senecence to begin and the accumulation of standing 



JUL IAN DAY 

Fig. 15. Simulated soil water content and accumulated precipitation for the Pawnee National Grasslands. 



JULIAN DAY 

Fig. 16. Simulated cool and warm season plant production and standing dead plant biomass for the Pawnee 

National Grasslands. 



dead plant biomass which results. Early in the year, the previous year's 

standing dead plant biomass is decayed by the presence of spring moisture. 

After the phenological peak, standing dead plant material begins accumulation 

until the decay rate exceeds the accumulation rate. 

Temperature is used to regulate plant mortality with extremes of hot or 

cold increasing the death rate. Soil water is used as an index to the flow 

of standing dead plant material to litter in conjunction with temperature. 

Thus, standing dead plants decay rapidly in the spring when it is warm and 

wet, and in the fall, if precipitation occurs. Again, the presence of live-

stock contributes to litter accumulation as well as trampling loss to green 

plant material. 

Simulated cattle grazing (30 steers averaging 400 lb each) was begun 

at day one and continued for the entire year (Fig. 17). Lack of available 

forage and low quality forage caused the cattle to lose weight rapidly until 

plant growth began. After this point they gained weight at a reasonable rate 

(1.6 lb/day) for the remainder of the growing season. At day 280 supplemental 

feed was given which kept the cattle from losing weight late in the season 

when forage was again at an inadequate level. Knowing the purchase price and 

the cost of supplemental feed allows the net cost of cattle to be determined, 

assuming no cost for grazing on private rangeland. Market value for each month 

of the year is generated stochastically (Fig. 18) in the model and allows net 

financial gain to be determined (Fig. 19). As many as five classes of ruminant 

livestock can be simulated per run; however, the market values presented here 

are based on cattle prices. Note that random number generators in different 

computers will result in different livestock prices and market values. 

Example _2: Pawnee Grasslands 

The Pawnee Site has sandy loam soils and a semiarid climate with an 

average yearly rainfall of approximately 11.7 inches. Warm season plants 

are generally predominant; however, the relatively large annual precipitation 

used in the simulation (14 inches) gave more cool season plant growth early 

in the season than warm season plants ever achieved (Fig. 20). This phenom-

enon has been observed at the Pawnee Site. Notice this run produced more 

than the previous run (Example 1) because livestock were absent. 
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Fig. 17. Simulated weight for steers grazed for the entire year on the Pawnee National Grasslands. 
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Fig. 18. Simulated stochastic market values for cattle. 
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Fig. 19. Total market value of steers being grazed. 



J U L I A N D A Y 

Fig. 20. Simulated cool and warm season plant production and standing dead plant biomass at the Pawnee 

National Grasslands without cattle grazing. 



THOLD = 50mm 

FCAP = 40mm 

WILT = 10mm 

Precipitation - sine function 

Temperature - sine function 

Example 3: Eastern Colorado Range Station 

Eastern Colorado Range Station (ECRS) is located on a sand hills site 

which gave it different soil water characteristics. A stochastic precipi-

tation routine was used to generate rainfall events. The random occurrence 

of the events allowed periods of dryness when plant growth was reduced. The 

resulting regime gives less growth in contrast to a sine function which gives 

a daily soil water increment which only allows drying to occur at the end of 

the "rainy season." Thus, the stochastic precipitation gives more realistic 

results for the semiarid eastern Colorado climate. The precipitation regime 

yielded 15.7 inches (Fig. 21) which is about average for ECRS (average = 16.7 

inches); however, a fair amount of precipitation occurred in the fall, giving 

late season growth. The warm season plants had the biggest response because 

the cool season plants were essentially dead after a hot, dry August (Fig. 22). 

Similar yield compared to that at Pawnee, is attributed to the stochastic 

weather; normally, higher production would be expected due to more rainfall 

at ECRS than at the Pawnee. 

The input parameters for this run were: 

THOLD = 35mm 

FCAP = 25mm 

WILT = 7.5mm 

Precipitation - stochastic 

Temperature - sine function 

Example Dickinson Site 

The Dickinson Experimental Range is located in North Dakota. It receives 

slightly less annual precipitation (15.9 inches) than ECRS but has lower average 

temperatures and thus, lower evapotranspiration rates. Consequently, more 



J U L I A N DAY 

Fig. 21. Simulated stochastic precipitation and resulting soil water content at the Eastern Colorado 
Range Station. 
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.22. Simulated cool and warm season plant production and standing dead plant biomass under a stochastic 
precipitation regime without cattle grazing at the Eastern Colorado Range Station. 



growth can be expected at the Dickinson Site. In fact, this is what happens 

both in the field and in the model results (Fig. 23). Another expectation 

would be an increased ratio of cool season to warm season plants, which is 

accurately simulated by the model. The soils at Dickinson are of the Flasher 

Vebar Complex. 

Input parameters were: 

THOLD = 38.5mm 

FCAP = 35mm 

WILT = 15mm 

Precipitation - Fourier series representation of historical data 

(a sine function was not used because of multiple 

dips in the average precipitation curve) 

Temperature - sine function 

CONCLUSIONS 

The work reported here was based on a hypothesis regarding modeling eco-

systems. The hypothesis is that complex ecosystem level models are, in general, 

too sophisticated to be readily usable by management personnel and that their 

heavy data requirements restrict the ease with which they can be used at 

different sites. Therefore, a management oriented model was proposed which 

would focus on the crucial mechanisms that were determined by ecosystem level 

modeling efforts in an attempt to represent a multitude of possible sites 

with only a minimal data requirement. The model developed from these hypotheses 

has been tried on three sites. 

The submodel that is important in terms of representing a site adequately 

is the plant growth model. The livestock submodel will respond according to 

plant production so its variation is primarily a function of the plant model. 

The soil water submodel, on the other hand, is instrumental in simulating 

plant production. Therefore, the evapotranspiration and plant production 

functions must be very versatile and give reasonable results. The model was 

tested on three different sites for its ability to represent each site by 

changing only the specified input parameters. First attempts at running the 
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23. Simulated cool and warm season plant production and standing dead plant biomass without cattle 
grazing at the Dickinson Experimental Range. 



model at a new site using parameters tuned for the Pawnee site produced 

erroneous results. In order to adequately represent multiple sites compromises 

were made on some parameters. The resulting model gives reasonable results, 

but has some problems. For example, the simulated cool season plants exceed 

warm season plant production at the Pawnee site. This is not the usual case; 

however, under some conditions and on certain sites it does occur. 

A second problem with the model is the timing of warm season growth. 

It begins growth at the appropriate time but often continues to produce well 

into the fall, a phenomenon not usually observed. Finally, the plant pro-

duction at the Eastern Colorado Range Station appears a bit low considering 

the amount of rainfall received. However, given that the precipitation was 

stochastic, the effective moisture may not have been very high. 

Such problems are to be expected when a model is built attempting to 

incorporate realism and generality at the expense of precision. The problems 

can usually be remedied by specifying some parameters for the particular site. 

But this should be done by a user and was not the intent of the modeling 

activity. Another possible solution to model inaccuracies is increased reso-

lution in some of the mechanisms or additional mechanisms that may be important 

at a particular site. 

With the results to date it would be impossible to state conclusively 

that a simple general model capable of handling a wide variety of sites can 

be built. On the other hand, it is not possible to say it cannot be done as 

this effort has shown. Rather it appears that with more knowledge about 

certain key mechanisms the results could be significantly improved on multiple 

sites and the hypothesis conclusively tested. A few of the important relation-

ships that need further study follow. 

Most general evapotranspiration functions are extremely complex and 

require many parameters that are not usually measured except at experimental 

sites. A general relationship with easily obtainable data inputs seems 

plausible with a semi-physical relationship such as evapotranspiration. Also 

some more general photosynthesis and respiration rate information would be 

helpful. Information currently available is species specific and it would 

be useful to know what factors are responsible for the observed variations 

in response trends. 



If relationships such as the above can be developed then there is a good 

chance for simple general models; otherwise models will have to be site specific 

to be useful for management. 
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Name 

Variable names, definitions and units 

Description Unit 

A1 

A(I) 

AEN 

AFAC 

ANOS(I) 

ANTOT 

AREA 

ASZ 

AVAIL 

B 

B(I) 

BASE(I) 

CAP 

CASH(I) 

CBM 

CH 

CMAX 

CP 

The first parameter of a Fourier series - the 
mean value over the time interval 

Array of Fourier sine coefficients for the terms 
remaining in the series 1=1,2. 

Available energy for gain 

Grams microprotein growth per kcal digestible 
organic matter 

Actual number of animals of class I, I=1,5 

Total livestock numbers of all classes currently 
grazing 

Size of grazing area - input in acres converted 

to m * m 

Proportion of mature size per livestock class 

Forage availability 

Grams of water needed to produce 1 gram of plant 
biomass 

Array of Fourier cosine coefficients - I=1,2 

Price paid for stock when they are put on the 
pasture. I=1,5 

Total rumen capacity 

Amount invested in class I, I=1,5 

Cool season green plant biomass 

Chlorophyll in green forage 

Maximum cool season plant photosynthesis per day 

Proportion of warm season plants for total growth 

variable 

variable 

kcal/day 

g/kcal 

numbers 

numbers 

m * m 

proportion 

proportion 

g H
2
0 / g plant 

variable 

$ 

kg/day 

$ 

g/m
2 

mg/g 

g Ps/g/day 

proportion 



CRMAX 

D 

DDAY 

DG 

DIG 

DIIT 

DMP 

DMX 

DOM 

DPF 

DRDM 

DRTD 

DS 

DT 

DTFL 

DTPL 

DTPR 

ECR 

EFAC 

EO 

Maximum cool season plant respiration rate 

Percentage of green and dry forage that is 
digestible; second computation includes supplemental 
feed 

Julian day of the year, same as IDAY only a real 
variable 

Digestible component of all intake 

Total potential digestion, the sume of residual 
material digested from previous time step and 
current digested material 

Nitrogen content of animal diet 

Microprotein growth 

Green plant death loss 

kcal contained in food eaten and digested 

Effect of soil water on dead plant disappearance 

Change in rumen dry matter 

Effect of temperature on disappearance of dead 
plant material 

Proportion of supplemental feed to total 
ingestion 

Solution time step for integration 

Time step between flow printouts 

Time step between plot value storage 

Time step between printouts 

Effect of temperature on cool season respiration 

Proportion of volatile fatty acids to fermented 
energy 

Potential evapotranspiration 

g Rs/g/day 

proportion 

days 

kg 

proportion 

proportion 

g/day 

g lost/g/day 

kcal/day 

proportion 

kg/day 

g lost/g/day 

proportion 

days 

days 

days 

days 

proportion 

proportion 

mm H
2
0/250mm soil 



ESMC 

ESMW 

ET 

ETC 

ETODC 

ETODW 

ETW 

EVAP 

EWR 

EXR 

EYR 

FCAP 

FCONS 

FRDR 

G 

GAIN(I) 

GAN 

GC 

GFAC 

GN 

Effect of soil water on cool season photosynthesis 

Effect of soil water on warm season photosynthesis 

Actual evapotranspiration 

Effect of temperature on cool season photosynthesis proportion 

proportion 

proportion 

mm H20/250mm soil 

Effect of temperature on green plant death for 
cool season plants 

Effect of temperature on green plant death for 
warm season plants 

Effect of temperature on warm season photosynthesis 

Evapotranspiration 

Effect of temperature on warm season respiration 

Exit rate - combination of digested intake and 
constant passage rate, constrained to be less 
than .95 

The rate at which eaten food passes through the 
digestive tract 

Soil water field capacity 

Total forage consumption 

Fermentation digestion rate 

Percentage of the forage that is green plant 
material 

Animal weight gain by livestock class I, I=1,5 

Animal weight gain 

Cool season plant growth returned to XFLWS from 
GROW 

kcal energy required for 1 gram of gain 

Nitrogen content of green forage 

proportion 

proportion 

proportion 

mm/m2/day 

proportion 

proportion 

proportion 

mm H
2
0/250mm soil 

g 

proportion 

proportion 

g/m
2

/day 

g/m
2

/day 

g/m
2 

kcal/gram 

proportion 



GNIN(I) 

GNN 

GPLUSD 

GR 

GROW 

GW 

HI 

H2 

H3 

H4 

H5 

H6 

IDAY 

IG 

IME 

IN(I) 

INFD(I) 

INYR 

IYR 

Intake of live forage by livestock class I, I=1,5 g/day 

Intake of live forage g/day 

2 
Total green and dry forage present g/m 

Total cool and warm season growth used for con- 2 
straining growth to a rate compatible with ET g/m /day 

A FORTRAN function subroutine 

Warm season plant growth returned to XFLWS from 2 
GROW g/m 

Amplitude of sine wave divided by two for 
precipitation inches 

Sine wave displacement along time axis for 
precipitation days 

Sine wave displacement along vertical axis for 

precipitation inches 

Amplitude of sine wave divided by two for 
temperature degrees 

Sine wave displacement along time axis for 
temperature days 

Sine wave displacement along vertical axis for 
temperature degrees 

Julian day of the year days 

Ingestion rate kg/day 

Time of simulation, same as TIME only an integer 
variable days 

Stocking day for livestock class I, I=1,5 day 

Beginning date of supplemental feed for livestock 
class I, I=1,5 day 

First calendar year in which weather data is read 
from a tape (MODT = 1) year 

Year of simulation year 



J U D A Y 

K 

K C 

K W 

K Y R 

L V W T ( I ) 

L W T ( I ) 

M E N 

M I P R O 

M I P R O W 

M I S S 

M K T ( I ) 

M O D P 

M O D T 

M O N 

M P A S 

M S Z 

Julian day read from weather tape 

Counter which keeps track of days elapsed since 
growth initiation 

Counter to allow five days growth initiation for 

cool season plants 

Counter to allow five days growth initiation for 
warm season plants 

Year of recorded data read from weather tape 

Average individual animal weight. Input is in 
pounds, converted to grams in START. Total 
animal weight is found in each flow by 
multiplying by STKNO(I)/AREA 

LVWT in pounds 

Energy derived from microprotein 

Microprotein level in the rumen 

Microprotein per metabolic size 

Indicates when data is missing from weather tape 

Market day for livestock class I, I=1,5 

Indicates method used for computing 
precipitation 

1 = read from a tape 
2 = compute from sine function 

3 = compute using stochastic generator 

Indicates method used for computing 
temperature 

1 = read from a tape 
2 = compute from sine function 

3 = compute from sine function 

Month of the year 

Microprotein passage rate 

Mature size of livestock 

day 

days 

days 

days 

years 

pounds 

kcal/day 

g 

g/kg 

dimensionless 

day 

dimensionless 

dimensionless 

months 

g passed/g/day 



N 

NAME 

NCLAS 

NDIET 

NFOR 

NFRDR 

NGN 

NITRO 

NOFD(I) 

NRA 

NRM 

NT 

0 

OMIN(I) 

OMN 

P 

PASFD 

PEN 

PFL 

PH 

Size of PRICE vector and PRCOV matrix 

Station or ranch name for which weather parameters 
entered for stochastic generator 

The number of animal classes 

Percentage nitrogen in the diet, including 

supplement 

Percentage nitrogen in the forage 

Proportion of intake digested per gram of 
microprotein, normal fermentation digestion rate 

Nitrogen content of live forage 

A subroutine 

Ending date of supplemental feeding for livestock 
class I, I=1,5 

1 if no rain on IDAY, 2 if rain occurred; can 
be used to lower temperature when rain occurs 

A subroutine 

Number of cycles used in Fourier series, generally 
2 if PREGEN (Appendix 5) data used 

Percentage of forage that is dry plant material 

Intake of standing dead forage by livestock 
class I, I=1,5 

Intake of standing dead forage 

P(W/D) or P(W/W) depending on the occurrence of 
a storm the preceding day 

Passed food 

Energy obtained from passed food 

Cumulative precipitation 

Phosphorus content of forage 

dimensionless 

hollerith 

numbers 

proportion 

proportion 

proportion 

proportion 

days 

dimensionless 

dimensionless 

proportion 

g/day 

g/day 

proportion 

kg/day 

kcal/day 

mm 

proportion 



PHOS Percentage phosphorus content in the diet 

PP Precipitation values read from weather tape 

PPT A FORTRAN function subroutine 

PR Protein content of live forage 

PRC Monthly livestock prices 

PRCOV(I) Variance-covariance matrix for livestock class 
net prices: I, I=1,144 

PRICE(I) Actual net price for livestock classes I, I=1,12 

computed from PRMN(J) and PRCOV(I) for random 
normal deviates 

PRMN(I) Mean monthly net price for livestock classes 

1=1,12 

PROT Forage crude protein content 

PT Daily precipitation 

PW Plant water 

QO Probability of a dry day preceded by a dry day; 

converted to probability of a wet day preceded 
by a dry day 

Q1 Probability of a dry day; converted to probability 
of dry day preceded by a wet day; converted to a 
probability of a wet day preceded by a wet day 

QC Scaling parameter for ESMC, a function of FCAP 
and WILT 

QW Scaling parameter for ESMW, a function of FCAP 

and WILT 

R Uniformly distributed random variable 

RDM Rumen dry matter 

RDMD Rumen dry matter digestible 

RFL Rumen fill 

proportion 

inches 

proportion 

$/cwt 

$/cwt 

$/cwt 

proportion 

mm 

proportion 

probability 

probability 

dimensionless 

dimensionless 

proportion 

kg 

kg/day 

kg/day 



R G 

R G R 

R U M E N 

S 

S D 

S G 

SITE 

S O I L A ( S L A ) 

S O I L B ( S L B ) 

S T K N O ( I ) 

S U P L 

S U P N 

S U P P ( I ) 

S U P P R ( I ) 

S U P R T ( I ) 

S U P W T ( I ) 

S W 

T 

T1 

Relative growth rate of live forage 

Relative growth rate of live forage 

A subroutine 

Dummy variable computed in SUBROUTINE SER, used 

for QO, Q1 and XLAM 

Nitrogen content of dry forage 

Supplemental feed ingested 

Station name for weather tape 

Input parameter for soil nutrient modifications 

Input parameter for soil nutrient modifications 

The number of animals in livestock class I, I = 1,5 

Proportion of supplemental feed to animal 
weight 

Nitrogen content of supplemental feed 

Total price of supplemental feed for livestock class 
I, I=1,5 

Price of supplemental feed for livestock class 
I, I=1,5 

Supplemental feed rate for livestock class I, 
1=1,5. Proportion of body weight 

Total supplemental feed given to livestock class 
I, I=1,5 

Soil water 

Mean 5 day temperature 

Variable to save the last good maximum daily temp-
erature value in case a missing value is encountered 
when reading a weather tape 

proportion 

proportion 

dimensionless 

proportion 

kg/day 

hollerith 

numbers 

proportion 

proportion 

$ 

$/lb 

proportion 

lbs. 

mm H
2
0/250mm soil 



T2 Variable to save the last good minimum daily temp-
erature value in case a missing value is encountered 
when reading a weather tape 

TEMP A FORTRAN function subroutine 

TEND Ending time of simulation 

THOLD Total water holding capacity of soil 

TINIT Parameter used to initialize random number 
generator 

TMAX Maximum daily temperature read from a weather tape 

TMIN Minimum daily temperature read from a weather tape 

TOTAL Sum of VALUE(I), I=1,5. Each value taken at 
MKT(I), I=1,5 

TP Same as TP(I) in subroutine RECRD - current average 
daily temperature 

TP(I) Stack of the past five days mean temperature used 

to compute five day average 

TR Mean daily temperature 

TSTRT Starting time of simulation 

UNDFD Undigested food 

V Vitamin A in live forage 

VALUE(I) Amount received for livestock class I, I=1,5 

on market day 

VFA Energy from volatile fatty acids 

VITA Vitamin A in live forage 

VL75 Metabolic size, based on kg body weight for average 
sized animal from livestock class I, I=1,5 

days 

mm H2O/250mm soil 

odd number 

°F 

°F 

°C 

° c 

day 

kg/day 

mg/gm 

$ 

kcal/day 

mg/gm 

kg 

WBM Warm season green plant biomass g/m 



WILT 

WMAX 

WP 

WRMAX 

X1011 

X10T0 

X11T0 

X L A M 

ZZ(I) 

Soil wilting point 

Maximum warm season plant photosynthesis per day 

Percentage of total growth made up by warm season 
plants 

Maximum warm season plant respiration per day 

Sum of the state variables X(10) and X(11) used to 

determine when phenological peak has been reached 

The amount of X(10) present at the previous time 
step 

The amount of X(11) present at the previous time 
step 

Daily lambda parameters generated by a Fourier 
series which when substituted into an experimental 
transformation yield storm size predictions 

Intermediate computation for price generation, 
1=1,12 

mm H
2
0 / 2 5 0 m m soil 

g Ps/g/day 

proportion 

g Rs/g/day 

g/m 

g/m2 

g/m2 

inches 

dimensionless 

State Variables 

X(1) 

X(2) 

X(3) 

X(4) 

X(5) 

X(10) 

X(11) 

X(12) 

X(21) 

Livestock class 1 

Livestock class 2 

Livestock class 3 

Livestock class 4 

Livestock class 5 

Warm season green plant biomass 

Cool season green plant biomass 

Standing dead plant biomass 

Soil water 

g/m 

g/m
2 

g/m
2 

g/m
2 

g/m
2 

, 2 
g/m 

g/m
2 

g/m
2 

mm H
2
0 / 2 5 0 m m soil 



X(31> Atmospheric water source 

X(32) Water sink 

X(34) Respired gases and litter 

X(J) J=41, 45. - VALUE(I), I=1, 

X(J) J=46, 50. - BASE(I), I=1,5 

X(J) J=51, 55. - SUPP(I), I=1,5 

X(J) J=56, 60. - CASH(I), I=1,5 

X(J) J-61, 65. - SUPWT(I), I=1, 

X(J) J=66, 70. - LWT(I), I=1,5 

X(71) SEASN 

X(72) T 

X(73) GN 

X(74) PH 

X(75) PR 

X(76) CH 

X(77) V 

X(78) PW 

X(79) FCONS 

X(80) PFL 

X(J) J=81, 85. - ANOS(I), I=1,5 



Function Subroutines 

Name Description 

ET Calculates evapotranspiration 

PPT Calculates precipitation 

TEMP Calculates temperature 

Subroutines 

GROW Calculates plant growth 

NITRO Calculates nitrogen content of the 
forage 

NRM Stochastic price generator 

RECRD Read a weather tape 

RUMEN Calculate forage intake and animal gain 

SER Generates a Fourier series given 
Fourier coefficients 

Argument List 

(SW, TR, FCAP, THOLD, WILT) 

(IDAY, MODP, TIME, TSTRT, NRA) 

(IDAY, MODT, NRA, TIME, TSTRT) 

(WBM, CBM, SW, TR, S L A , S L B , 
GW, G C , FCAP, WILT) 

(RGR, NGN, PH, PROT, CH, 

VITA, PW) 

(PRICE, PRCOV, PRMN, N , ZZ) 

(TIME, TSTRT, IDAY, INYR, 
TP, P) 

(LVWT, SUPN, SUPL, OMN, 
GNN, GAN, M S Z , RDM, RFL, 
RDMD, MIPRO, VL75) 

(NT, A1, A , B, S) 



A P P E N D I X # 2 

FORTRAN listing of the RANGES grassland simulation model. 

























































APPENDIX #3 

Example Subroutine Substitution 

SUBROUTINE RUMEN will be used to explain the procedure for substituting 

new or revised subroutines for the original. An early version of RUMEN can 

be substituted into the deck for the current RUMEN routine. Notice that the 

substituted version of RUMEN has a shorter argument list than the current 

routine. By shortening the argument list in the calling routine the sub-

stitution is correctly made. RUMEN is called near the end of SUBROUTINE 

XFLWS. The switch is complete by dropping variables TIME, IN, MSZ, RDM, RFL, 

RDMD, MIPRO and VL75. Conversely, if more or different variables are needed 

from other routines the argument list of the call and the subroutine can be 

lengthened. The correct form of the calling statement and the substituted 

subroutine follow. 

In SUBROUTINE XFLWS: 

CALL RUMEN (GREEN, DRY, NGN, NFOR, LVWT, SUPN, SUPL, OMN, GAN, GNN) 

The substituted RUMEN routine: 









PROGRAM RANGES (INPUT, OUTPUT, PLTSV, TAPE5 = INPUT, TAPE6 = OUTPUT, 

TAPE3 = PLTSV, TAPE4, TAPE7) 

We call this card a "program" card. It specifies the input, output and 

scratch tape devices. There is a one to one correspondence between the first 

three parameters and the following three equivalences. The total meaning is 

that TAPE5 corresponds to the system input device, TAPE6 corresponds to the 

system output device and TAPE3 is a user declared storage file, in this case 

the information to be plotted on the line printer is stored on file PLTSV. 

TAPE4 and TAPE7 are scratch files used for saving any information that may 

be desired. Specific WRITE statements on these devices are accounted for in 

SUBROUTINE XPRINT, where LU is defined to be 4 or 7 in the block data sub-

program, then the state variables specified in the data section will be written 

on one of these respective devices. The information can subsequently be used 

in any manner, i.e. printed, punched, etc. 

The meaning of the tape numbers should become clear when considered in 

conjunction with READ and WRITE statements. For example, READ (U1, 105) means 

read from TAPE5 which in this program corresponds to the system input device. 

Similarly, WRITE (U2, 106) will write on the system output device declared 

TAPE6 on the program card. 

Variables U1, U2 and U3 are initialized in a DATA statement at about 

line 66 of the block data subprogram. Then when the program says READ (U1, 

105) a read from TAPE5 = INPUT is implied because U1 was initialized to 5. 

Also, note these values can be readily changed in the DATA statement to any 

unit number that is convenient for your installation. For example, if your 

card reader is designated as unit 1 then just present DATA U1/1/ and all 

subsequent READS will be from the card reader. 





APPENDIX #5 

Stochastic Precipitation Generator 

A stochastic precipitation algorithm requiring only three parameters 

for generating a daily precipitation regime has been developed by Todorovic 

and Woolhiser (1971) and is used in the RANGES model. The three parameters 

required by the algorithm are (i) probability of a dry day preceded by a 

dry day, P(D/D), (ii) probability of a dry day, P(D), and (iii) the average 

storm size, SS. The data values used for these parameters are average weekly 

values for the year and can be represented succinctly using a Fourier series 

for each parameter for the year interval. Five Fourier coefficients for each 

parameter are read by FUNCTION PPT and then expanded by SUBROUTINE SER into 

daily values for the year. This apparent complexity has been incorporated to 

allow RANGES to be used at most grassland sites in the western United States. 

The algorithm used to determine whether a storm occurs on any given day of 

the year uses the probability of a wet day preceded by a dry day, P(W/D), 

and the probability of a wet day preceded by a wet day, P(W/W). These can 

be obtained from the input, P(D/D) and P(D), by the methods of Heermann 

et al. (1971). A uniformly distributed random variable is used to determine 

if the conditional probability is high enough to generate a storm, based on 

whether a storm occurred the previous day. If a storm occurs, another uniform 

random variable is used in conjunction with the storm size parameter to gen-

erate the event size from an exponential distribution. 

Algorithm for generating daily precipitation events. 

(i) Read in Fourier coefficients for the three precipitation parameters, 

P(D/D), P(D) and SS. 

(ii) Expand into a series representation of the daily values for the 

year. 

P(D) 

where a is the mean response of the parameter over the year and a , 

b , a , and b are the remaining Fourier regression coefficients. 



(iii) Convert P(D/D) and P(D) to P(W/D) and P(W/W). Let t = the current 

day and t-1 = the preceding day. 

(iv) Initialize simulation to begin with no storm. 

(v) Generate a uniformly distributed random variable, 

(vi) Test to see if the random number (r ) is less than the transition 

probability (P). 

(vii) If r P , then generate a storm, otherwise set precipitation for 

the day to zero and set the transition probability to be tested 

to P(W/D). 

(viii) If a storm occurs, r > P, generate another uniform random number 

and compute the storm size from an exponential distribution. 

SS = - log r
2
/ 

where 

r = uniform random variable 

A = 1/mean weekly storm size . 

The Fourier coefficients required by this algorithm can be generated for 

most grassland sites in the western United States. A computer program, PREGEN, 

has been written which uses as input latitude, longitude and elevation to 

generate the necessary Fourier coefficients for input into RANGES. PREGEN 

checks an unknown site to see if it lies in the area of representativeness of 

a known weather station as reported by Heermann et al. (1971). If it does, 

then the Fourier coefficients are generated from the data for the known weather 

station. Otherwise, a linear interpolation is performed on surrounding known 

stations to determine a weighted average of their data, from which Fourier 

coefficients are generated. The average is weighted because elevation is 



more highly correlated with precipitation than proximity. Therefore, twice 

as much influence was ascribed to elevation similarity than to horizontal 

proximity. 

Algorithm for interpolating between known weather stations for an 

unknown site. 

(i) Check to see if unknown site lies in area of representativeness 

of any known stations. If it does use the parameters for the 

known station unless the user specifies an interpolation is to be 

performed. 

(ii) If a site does not lie in the area of representativeness of any 

known station then set a conceptual coordinate system on the un-

known site with the vertex at the site. 

lat 
+ 

Quad 1 

nknown site 

long 

(iii) Now find the minimum distance station within each quadrant within 

a radius of 120 miles, 

(iv) Calculate the weighting factors for, at most, four stations surround-

ing the unknown station. Note - there may be fewer than four stations, 

a) Find the similarity index (SID) for station distances. 

where i = quadrants 1, 2, 3, 4; 

a = the minimum distance for the four quadrants; 

b = the distance of the station in quadrant i; and 

w = a. In general, w is the minimum of a and b . 



b) Normalize the similarity indexes (SID). 

c) Find similarity index for station elevations (SIE). 

d) Normalize SIE. 

e) Compute weighting factor 

WAI = (2 • SIE + SID)/3 

f) Normalize WAI. 

(v) Generate Fourier series for the year for the three parameters 

P(D/D), P(D) and SS for, at most, four stations, 

(vi) Multiply the resulting daily values by the weighting factor, 

(vii) Sum the weighted daily values for each parameter to obtain the 

weighted average for the unknown site, 

(viii) Find new Fourier coefficients for the result and print them for 

use in RANGES. 

(ix) If the user specifies rain generation from PREGEN, perform the 

rain generation algorithm as described for RANGES. 

PREGEN users guide. The total PREGEN package consists of a FORTRAN deck 

and a data deck. The data deck has a card with user specified input parameters 

and a weather station card file supplied with the program. The user input 

card allows various PREGEN options to be chosen. All variables on the first 

data card are integer and should be right justified in the defined field. 

Columns Variable 
Name 

Description 

1-5 ILAT Latitude of site to be interpolated 

Longitude of site to be interpolated 

Elevation of site to be interpolated 

IS=1, print out name, latitude, longitude and elevation 
of stations searched 

IP=1, generate precipitation regime for interpolated 
site 

IY=n, number of years precipitation to be generated 

where n < 999 

6-10 ILON 

11-15 ILEV 

16 IS 

19 IP 

22-24 IY 



25 I0 I0=1, daily precipitation amounts printed, otherwise 
yearly 

28 IZ 125=1, interpolation is desired even though the un-
known may lie in the area of representativeness of 
a known station. 

31 IT IT=1, ignore interpolation routine, instead read 
Fourier coefficients from input and generate pre-
cipitation amounts with IY and 10 used as output 
criteria. This option implies that the weather 
station data file should not be read and should be 
replaced by seven cards with the following format: 

1st card TITLE 
FORMAT (2A4,A2) 

TITLE = name of the site for which precipitation 
is being generated 

2nd card AA(4) 

FORMAT (3X,F10.0) 

AA(4) mean response of P(D/D) parameter 

3rd card AA(5),BB(5),AA(6),BB(6) 
FORMAT (4F10.0) 

AA(I), BB(I), 1=5,6 are Fourier regression coefficients 
for P(D/D) 

4th card AA(1) 
FORMAT (3X,F10.0) 

AA(1) mean response of P(D) parameter 

5th card AA(2),BB(2),AA(3),BB(3) 
FORMAT (4F10.0) 

AA(I),BB(I), 1=2,3 are Fourier regression coefficients 
for P(D) 

6th card AA(7) 

F0RMAT(3X,F10.0) 

AA(7) mean response of SS parameter 

7th card AA(8),BB(8),AA(9),BB(9) 
FORMAT (4F10.0) 

AA(I),BB(I), 1=8,9 are Fourier regression coefficients 
for SS 

The second part of the data deck consists of 253 weather station records 

with the following information punched on two cards per station. A blank 

card will be the terminator for this section. 



Columns Variable Description 

Name 

1st card 

1-10 NAME Weather station name 

13-18 no variable Average yearly rainfall 

20-22 NN Representative miles north for station 

24-26 NS Representative miles south for station 

28-30 NE Representative miles east for station 

32-34 NW Representative miles west for station 

37-40 LEV Weather station elevation, feet 

43-47 LAT Weather station latitude, degrees 

50-54 LON Weather station longitude, degrees 

2nd card 

1-5 SWDT(l) Mean response of parameter P(D) 

6-10 SWDT(2) Fourier coefficients for P(D) 

11-15 SWDT(3) Fourier coefficients for P(D) 

16-20 SWDT(4) Fourier coefficients for P(D) 

21-25 SWDT(5) Fourier coefficients for P(D) 

26-30 SWDT(6) Mean response of parameter P(D/D) 

• • Fourier coefficients 

• • Fourier coefficients 

• • Fourier coefficients 

46-50 SWDT(10) Fourier coefficients 

51-55 SWDT(11) Mean response of parameter SS 

• • Fourier coefficients 

• • Fourier coefficients 

• • Fourier coefficients 

71-75 SWDT(15) Fourier coefficients 

PREGEN requires the following resources on a CDC 6400 computer; about 35k, 

7 seconds compilation time and 7 seconds execution time for an interpolation 

run with 10 years simulated daily rainfall with yearly summaries only. 































Coefficient Determination for Sine Function Weather Generation 

An algorithm follows which enables a user to determine the input par-

ameters for the RANGES model which will determine the coefficients for either 

the temperature or precipitation sine functions. 

(i) Compute average monthly values for either temperature or precipi-

tation (Fig. 1). 

(ii) Plot the monthly values for a year. The result will probably give 

data that has the form of a sine function. If not, then this method 

may not be applicable, 

(iii) Find the difference between the high and low average monthly values 

(e.g. 2.8 - .2 = 2.6). This is twice the amplitude of the sine wave. 

Divide the difference by two to find the amplitude H1(H1 = 2.6/2 = 1.3). 

(iv) Add the low average monthly value to the amplitude and construct a 

horizontal line (L) at this height (2.6/2 + .2 - 1.5). 

(v) Find the point where the sine wave crosses line L going up from left 

to right, and determine the number (H2) of the day of the year (Julian 

day) where this occurs (H2 = 1 1 0 days), 

(vi) Set H3 equal to the low average monthly value (H3 = .2). 

(vii) These three parameters will be read into the model and take their 

corresponding places in the following equation: 

Y = H1 * (SIN ((DDAY - H2) * .0172) + 1.) + H3 

where in the example the expanded equation is: 

PPT = 1.3 * (SIN ((DDAY - 110) * .0172) + 1.) + .2 

The monthly values predicted by this equation are represented by o 

in Fig. 1. 

If the predicted monthly values are summed, they may over or underestimate 

the average yearly precipitation. Therefore, it may be necessary to increase 

or decrease the amplitude of the sine wave to obtain a more realistic yearly 

average. In our example, precipitation is overestimated, so the following 

procedure is used. 



Fig. 1. Comparison of sine function prediction (o) and actual (x) monthly precipitation amounts for 
the Pawnee Site. 



The steps to improve sine function estimate of average yearly precipi-

tation are: 

(i) Determine a new axis based on a lower maximum value (L = (2.6 - .2) 

/2 + .2 = 1.4). 

(ii) Find the new amplitude (H1 = 2.4/2 = 1.2). 

(iii) Substitute the new HI into the sine function and leave H2, H3 as 

before. 

(iv) Check the new estimate (Fig. 2). 

Again, the yearly estimate is too high. Therefore, another iteration 

is required to converge on an adequate function. Therefore, determine a new 

axis (L = (2.2 - .2)/2 + .2 = 1.2). Find a new H1, H1 = 2.0/2 = 1.0), and re-

compute the estimates. Now, the yearly average of the sine function is 14.6" 

compared with 14.9" computed from the data (Fig. 3). It is assumed close 

enough, although there is some underestimation in the summer and overestimation 

in the fall. 



F i g . 2. Comparison of sine function prediction (o) and actual (x) monthly precipitation amounts for 
the Pawnee Site. 
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3. Comparison of sine function prediction (o) and actual (x) monthly precipitation amounts for the 
Pawnee Site. 


