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ABSTRACT

This report is a concept paper and user's guide for PUBLIC, a collection
of quantitative procedures designed primarily for use by public agencies who
are attempting to heighten and improve the public input into their decision
processes.

Recent changes in public attitudes concerning administration of publicly
owned resources have considerably altered the decision enviromment of resource
administration agencies. This report reviews some basic relationships be-
tween administrative agencies and communities in the goal setting process of
public land planning, and survey research techniques by which economic and
social values can be better expressed with regard to land management alter-
natives.

Although professional public agency administrators recognize that public
input into the decision processes of the agency is necessary and even desirable,
there is general concern over how to utilize public input in a clear and
straightforward fashion, and also a concern about how to maintain competent
professional input simultaneously with public input. The PUBLIC procedure
outlined here attempts to clarify the collection and analysis of public
opinion data, and also shows how such data can be utilized to examine the
correspondence between agency staff specialists and various public opinions
in such a way that professional advice and public opinion can be more harmon-
iously meshed.

This report also includes a description of how to utilize the various
computer programs, which are primarily multivariate statistical techniques,
included in the PUBLIC package, and a listing of the computer programs and
example problems. The programs have been developed in American National
Standards Institute FORTRAN IV and should be operable on any computer with
a FORTRAN IV compiler.
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CONCEPTS

Since their creation, natural resource management agencies such as the
Forest Service, the Bureau of Land Management, and some state agencies have
often included grass roots participation in resource planning and decision
making. Although there have been times of conflict, these agencies have often
enjoyed close and supportive relations with significant interest groups and
the general public (Fairfax, 1975).

One major reason for such close relations lies with the fact that the
clientele of these resource agencies have been groups whose economic live-
lihood coincided with the viewpoints of managers of the public lands. Within
a common framework of production orientation (with the exception of manage-
ment practices within wilderness areas and national parks), conflicts among
user groups and agencies have tended to be about management procedures rather
than about goals. For example, the fact that grazing fees exist has not been
a significant and overriding issue; the amount of the grazing fees and by
whom they are set have been more the focus of conflict.

A common set of goals or preferences concerning administration of natural
resources and communications networks which link private enterprises to public
agencies has led to the integration of public and private resource decision
making. User group (or community) advisory boards have served to legitimize
agency action on the local level. This atmosphere has allowed a decision
environment which apparently met the test of grass roots administration of
publicly owned land, while at the same time it allowed the manager to meet
agency objectives and to use techniques which have promoted economic efficiency
in development and utilization of natural resources.

However, recent changes in public attitudes concerning administration of
publicly owned resources and the creation of new and powerful environmental in-
terest groups have considerably altered the decision environment of resource
administration agencies. For example, during the latter 1960's and early 1970's,
the word "ecology" entered the public's vocabulary, and committed individuals

have organized to pressure the resource agencies to modify their established



policies and decision making procedures. A manifestation of the impact of
these environmental groups is the National Environmental Policy Act (NEPA)
which authorized creation of the Environmental Protection Agency to safe-
guard significant environmental preferences, and required an "environmental
impact assessment' for projects with federal sponsorship. Environmental
groups have gained access to decision making processes of resource agencies
and brought court action for decisions alleged to be in conflict with the NEPA
legislation (Ingram, 1973).

These trends have drastically altered the public land manager's decision
environment and created the following problems:

(1) Reliance upon advisory boards composed of traditional user group
representatives has led to some administrative decisions which have
not gained support of the community as a whole.

(ii) The demand for non-economic uses of public land has been difficult

to identify and reconcile with economic land uses.

(iii) Decisions found to be politically unacceptable have led to costly
court proceedings and disruption in orderly public land planning
and resource allocation decision making.

Helpful procedures for public land use managers who find themselves in
the above situation include:

(i) understanding the varieties of public land ﬁse preferences held by

various elements of the public,

(ii) developing an administrative system by which citizen conflicts

over public land use values can be interpreted and goal consensus
can be achieved, and

(1ii) developing an analytical technique which considers non-economic
preferences along with economic ones in determining public land
management strategies. ;

This report reviews some basic relationships between administrative
agencies and communities in the goal setting process of public land planning,
administrative procedures which can help to develop goal or value consensus
among competing groups, and survey research techniques by which predominant
economic and social land use values can be utilized in acceptable land manage-

ment strategies.



THE PROBLEM OF GOAL IDENTIFICATION: ORGANIZATION AND COMMUNITY

The most difficult part of a land management plan always seems to be:
"What are the goals for this plan?"

There are several ways that an agency can resolve this question, and the
manner in which it does is usually determined as much or more by organiza-
tional structure and forces outside the organization as by the nature of re-
sources being allocated. For example, a land area which is generally inaccessible
to the general public can be managed on the basis of internal organizational
criteria, i.e., attaining goals in line with national policy and exploiting
or husbanding resources in accordance with the prevailing expertise of the
professional staff. The agency is generally free to establish almost any
pattern of land use, consistent with national guidelines, that it wishes.

A more common and more complex situation is that where the land may pos-
sess many significant resources. For a multiplicity of uses, there may be
organized groups which have a vested interest in the way that the public land
is managed, in the productivity of that land, and in the consequences of its
development and exploitation. In this situation, the land manager's goal formu-
lation problem is more complex, and diverse interests and preferences must be
reconciled before more technical aspects of land and resource planning and

implementation can get under way.

Hierarchical Approaches to Goal Identification

Classical theories of bureaucratic organization, such as those developed
by Weber (Gerth and Mills, 1946) and Gulick and Urwick (1937), state that the
agency goal setting process occurs outside the organization in political
institutions such as legislatures, the offices of the chief executive, and
advisory boards or commissions. Goals or statements of purpose are then
transmitted to the agency or department in the form of enabling and authorizing
legislation and executive orders. Top level agency personnel then take such
mandates and devise rules which, if followed by personnel lower in the agency's

hierarchy, will optimize the values embodied in the goal statements.



The basic assumption behilnd classical organizatlon theory is that authority
is delegated to the organization from political or policy-making bodies. Per-
sonnel at the bottom of the pyramid base their decisions upon formal rules,
and a structure of incentives and disciplinary procedures insure the account-
ability of agency personnel to formally stated goals.

This theory of organization is reflected in the formal hierarchical structure
of many agencies and bureaus in the United States. Formal agency accountability
is supposedly insured by executive and congressional control. However, this system
of authority may break down if the policy-making or goal formulation body, such
as the Congress, either articulates very general or inconsistent goal statements.

Formally stated goals may follow from the function of the organization,

i.e., to justify the organization to important elements in the organization's
environment. These statements are usually very general and can be used to
legitimize categories of organizational behavior and contribute to flexibility
of the organization. For example, an agency's claim to be the protector of
public resources for use by future generations may be seen as a justification

for granting it the autonomy to determine current resource management practices.

Consensual Approaches to Goal Identification

Other organizational viewpoints recognize the deficiency of top-down
mechanisms of goal formation. Formal organizational goals run the risk of
being displaced or substituted if they do not meet the needs of the partici-
pants or if they do not contribute to organizational growth or survival.
Alternatively, a bottom-up organization requires consent of personnel or con-
stituents at the bottom of the organizational pyramid. This distinction is
critical in that it allows claims by organizational personnel in the goal
setting process. Authority through consent is reflected in the utilization
of participatory programs and granting of decisional autonomy to organizational
units operating in the field.

In both the hierarchical and consensual procedures, organizational goals
are statements of desired future states or preferences to be achieved by
organizations. In the consensual procedure, however, there is general internal
agreement that these goals are both legitimate and attainable. Consensual
organizations also recognize that different goals are pursued by different

participants in the organization.



A principal character of consensual organizations is the interdependence
of individual participants with different goals, each working toward the
attainment of some portion of his goal set. Organizational goals therefore
can be viewed as an amalgam of particular goals, but no formal weighting process
exists and everyone does not have an equal voice. The effectiveness of differ-
ent participants in the goal setting process depends on the resources each
participant brings to that organization. We can view the organization thus as
a coalition, with the various participants making contributions through their
personal resources and those which they can mobilize outside of the organization.
Organizational goals therefore are determined through a bargaining process
which establishes the dominant organizational coalition.

In practice both top-down and bottom~up activities take place and success-
ful organizations utilize both approaches in a process which allows vertical
iterations between levels of a hierarchy to arrive at a mutually agreeable

course of action (Mesarovic, Macko and Takahara, 1970).

Community Goal Identification

The coalition approach to goal setting is particularly important in com-
plex organizations and the public land planning process, especially in resource
areas where the price system cannot be relied on to indicate the public's
(or consumer's) land use preferences. Several differences between public and
private organizations which make the coalition-bargaining process in goal
setting imperative are:

(1) Private organizations in a market economy usually receive resources
from clients or customers who can choose to provide the organization
with resources (or inputs) in exchange for its outputs. Public
organizations, however, may serve customers in legislative bodies
who "purchase" through budget allocations services and products for
clients in the social system. Thus, the input of fiscal resources
is separated from the service or product output function; the evalu-
ation function is divorced from the market process and is conducted

through a political process.



(ii) Public organizations usually deal with complex technologies and out-~
puts that cannot be subject to precise quantifiable evaluation.
Subjective but important environmental resources such as scenic
beauty and the quality of outdoor experiences may be subjects of
concern, but are difficult to evaluate in conjunction with quantities
of timber cut or ore mined.

(iii) ©Public organizations must mobilize critical organizational resources
from many points in the social system (Table 1). On the other hand,
private organizations must look primarily within themselves for resource
mobilization.

If each of these different constituencies-~-the subcommittees of legislative
bodies, interest groups, advisory boards, professionals, and career civil ser-
vants--possessed similar expectations for the agency, then the goal identification
process would be a simple affair and resource mobilization would soon become
routine. However, these different constituencies usually possess different
expectations and establish conflicting demands for agency action in return
for resources needed by the agency.

Since the community decision process is diffused among many units of
government and organizations, communities generally experience a greater level
of conflict over formulation and execution of common goals than do bureau-
cratic organizations composed of individuals who share similar preferences
and educational experiences, and who have consented to accept subordinate
roles in an organizational hierarchy.

It is important for public land managers to understand the social and
political processes related to community goal setting, not only because laws
dictate that local citizens and groups must participate in planning decisions,
but also because local citizens and groups may possess resources critical to
the success of the public land management agency. Agency decisions may have
significant impact on the social and economic order of the community; economic
and political interests of local communities may in turn be able to exert
considerable influence over the management of public resources available to
their community. Either by challenging the legitimacy of a particular agency
decision, or withdrawing political support for a particular policy, organized
groups in local communities may have the potential to block or negate even.the

most meticulously prepared public resource plan.



Table 1. Organizational resources, utilization and sources for a land
management agency.

Resource Utilization Source

Authority Legal basis for action Legislative sub-
committees, the
executive office

Legitimacy Participation and client's Citizen advisory
consent to exercise board or advisory
authority groups.

Political support Mobilization of attentive Environmental user
public to facilitate the groups
organization's goal
attainments

Fiscal resources Revenues to sustain the Congressional sub-
organization committees, Office

of Management and
Budget

Technology, knowledge, Application of knowledge Professionals, pro-

problem-solving skills to produce organizational fessional societies,
outputs universities

Administrative systems Coordination, control and Administrative staff

maintenance activities

To examine the community goal setting process in more detail we will look
at aspects of (i) conflict issues, (ii) configurations of interests, (iii)
distribution of power resources, and (iv) distribution of formal authority.

Conflict Issues. Whenever a community becomes engaged in goal formation
and implementation, three basic types of conflict issue may emerge: (i)
statements of outputs to be achieved, (ii) the means to implement certain
goals, and (iii) the structural relationship of interest groups and agencies

in the decision process.



Conflicts over output preferences are exemplified by struggles between
environmental protectionists and those who directly depend on the development
or utilization of natural resources for an economic livelihood. Each group
prefers different outputs from the system. In this case compromise over the
alternative means of resource management will be very difficult. A group
will not feel that it has "won'" until it perceives that the goals of the agency
have been modified so that they are more consistent with the group's prefer-
ences. The win-lose character of this sort of conflict over agency or community
goals implies that "political" solutions must be implemented before the more
technical planning processes can be meaningful.

Conflict over the means to implement goals may be addressed after a basic
consensus on preferences is reached, thus allowing conflicting parties to inter-
act to achieve agreement on an appropriate course of action. An example of this
type of issue is one where differences of opinion exist over the amount of land
and kinds of treatments applied to the land in a wildlife management program.
The resource manager may engage in a series of negotiations until many alter-
natives are examined and a mutually acceptable strategy is agreed upon. Nego-
tiations over alternatives are not very meaningful, however, unless a basic
consensus on goal statements has been achieved.

Conflict involving changes in structural relationships of organized
groups to agency decision making is involved in the change in interest group-
agency relations created by the Environmental Impact Assessment process.
Environmental interest groups marshalled sufficient power and influence on
the national level to pass legislation which required comprehensive review
and evaluation of federally sponsored actions that have implications for en-
vironmental change. This legislation gave citizen groups, through court action,
the ability to veto or raise the costs of resource development decisions not
initially included in the decision and planning process. Again, this type of
conflict usually renders analytical or planning solutions useless, as the real
issue involved is not the allocation of resources but who will determine how
resources are allocated.

Configuration of Interests. The second important factor which may affect
the community goal setting process is configuration of interests or preferences

in the community. In some communities, there may be small differences and a



relatively high level of agreement among citizens on resource preferences.

An example of a community with a high level of consensus would be a small rural
community with most of its work force dependent on utilization of publicly

held resources. 1In other communities, however, there may be a fragmentation

of interests and a relatively low level of agreement among citizens or groups
on resource preferences. These communities tend to be metropolitan areas

with more diversified economic bases and subpopulations pursuing divergent

life styles.

Distribution of Power Resources. The third important variable in com-
munity goal setting is the distribution of power resources among community
interests. This refers to the level of organization of interests within a
community. In American society, power resources which can be utilized to
affect political and administrative decisions can be most efficiently mobil-
ized by organizing individuals who share some preference order or are pursuing
a common goal. In this sense, organized groups are continually working to
get elements of the unorganized public either to implicitly support their
causes or to participate in their achievement.

In communities there can be varying degrees of organization for different
interests. Some communities may have only a few organized groups or leaders,
while in other communities many may be competing with each other to influence
public decision outcomes. In communities with populations holding broad
agreement on a wide variety of preferences, only a few individuals are needed
to determine public policy. However, in communities where broad agreement on
many preferences is lacking, many organized groups will be competing with each
other for dominance in the public decision process. In this case many more
leaders will be needed to determine public policy.

Distribution of Formal Authority. The last significant variable that
affects the community goal identification process involves the distribution
of authority in implementing planning goals. In some cases, the legal authority
to plan and then execute that plan resides largely in one organization or
branch of an organization. More commonly, however, resource allocation
authority is shared by a number of governmental agencies or their branches
and among levels of governments. This is particularly true in region-wide

environmental planning that requires coordination among federal, state and
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local governments. Success of regional planning, therefore, lies in the
identification of the roles that various agencies or their branches play in

implementing the regional plan.
ADMINISTRATIVE SYSTEMS

The level of effective planning and management is related to the roles
which the administrative system plays in the community goal setting process.

A role is defined as a set of behaviors initiated by an individual or social
actor in response to a set of expectations in the individual's organizational
environment. These roles, in turn, can be aided or hindered by the formal
organization within which the planner works.

The individual who occupies a formal organizational office has two basic
criteria for determining what he shall do in that office. The first criterion
is established by a formal delegation of authority assigned by the organization
or other institutions. The second criterion for defining organizational roles
lies in expectations of other individuals. Simply stated, whenever an in-
dividual assumes a new organizational office, he must learn more than the
formal job description if he is to be effective. He must also learn the un-
written job description as it is defined by his colleagues.

In the community goal setting process, the planner or manager may not
be able to significantly alter expectations of those within the community,
because he may not possess the power, influence, or authority to do so. More-
over, these conflicts in expectations by others may be based upon different
groups' expectations of the organization itself. For example, user groups
may expect the organization to develop plans to help them solve problems of
resource development or utilization, while environmentalist groups may expect
the organization to develop plans to safeguard those same resources. They
then would expect the planner to act accordingly.

An administrative system in which roles as defined by the formal organi-
zational structure are consistent with roles as defined by community expectation
naturally has the best chance of achieving consensus and effective managerial
action. Thus an appropriate balance between the needs and preferences identified
by agencies or agency branches and the community is a great asset in achieving

a widely acceptable plan of action. An efficient administrative system recognizes
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that goal identification in the public land management planning process is
based on the interdependencies and interaction of the agency and specific
reference publics.

The goal identification process has to be more than a way to aggregate
individual citizen preferences. The process also has to develop community
legitimacy and group support for the goals that finally emerge if the agency
hopes to implement the plan with a minimum of agency-community conflict after
the planning process is completed. Therefore, goal identification can proceed
only if elements of the public become mobilized and organized in such a fashion
that they may address themselves to the issues contained in the plan.

The basic problem for the public land manager is that different community
groups or reference publics may possess different expectations about what
specific natural resource values shall be emphasized in any given plan. If
the level of group influence is proportional to the number of citizens who
agree with the interest group's goals, then the goals selected would be those
preferred by a majority of the citizenry. In most cases, however, the interest
or capacity of any given organized group to alter or change agency planning
goals is not proportional to the sheer number of citizens who possess pre-
ferences similar to the organized group but also depends on the activity level
of the group.

Public administrators must seek objectives which tend to maximize the
general welfare rather than the interests of specific organized groups. The
planning and goal identification process should combine interest group activity
or potential activity and analysis of citizen preferences in a way that allows

for trade-offs among interest group, agency, and individual preferences.

The Role of Staff Specialists

Land management alternatives can be identified in many ways. Initially
a planner or manager may identify a large number of alternative management
options. This list can then be subjected to evaluation by landowners, users,
and managers for deletion and addition of alternatives. For analytical pur-
poses the number of alternatives must be reduced to the smallest practical
number. Special interest advocates must also be able to add or delete some

management alternatives.
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The functional staff of large agencies may create biases toward particular
resource uses. As resource professionals are technically trained in specific
fields and focus attention on technical management problems, they gradually
become less aware of the social changes occurring in their constituency groups.
A technical group may therefore have a well defined set of opinions concerning
how public lands should be managed. A preference or interest configuration
refers to a particular combination of preferences desired by a given set of
individuals; in the special case of a line staff organization such as a
National Forest or Bureau of Land Management district, the functional areas
of professional staff members reflect preference configurations. For example,
if the policy of a given land management agency is to be more concerned
with timber harvesting than with wildlife management, this policy will be re-
flected in a greater number of timber specialists than wildlife biologists
on the staff of the agency.

The presence of groups of specialists in functional areas in the organi-
zation helps to create a stable, long term bias toward specific sets of
preferences in day-to-day decision processes. By contrast the interest
configuration of the public constituency may change more rapidly. The con-
stituency may be more sensitive than the agency organization to changes in
social values brought about through urbanization or rapid alteration of
consumer or labor markets.

Therefore, over a period of time, differences undoubtedly arise between
the interest configuration of various constituencies and agency personnel. If
the conflict of interest between the agency and its constituencies becomes great
enough, special interest groups may begin to form and seek ways to force the
agency to alter its decision process and to make decisions which are more re-
sponsive to articulated constituency demands.

The differing rates of change between the attitudes of the agency person-
nel and the public constituency have created the arena of conflict. It is
therefore essential to develop some mechanisms to allow inclusion of identified
management options which are preferred by special interest and staff advocates
as well. The Delphi and Delebecq techniques are just two of many procedures

which have potential application to this type of problem. These tools could aid
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in identifying, evaluating and reducing the list of possible management alter-
natives to the most important land use options to be considered in the management

needed.
METHODOLOGY

In the previous section we discussed organizational and community planning
goal identification and formation viewed as a political process. By this we
mean that individuals and groups usually attempt to promote or defend different
interests which may be in conflict with any particular plan. Thus, some
mechanism needs to be employed whereby this conflict is resolved or managed
so that decisions are reached on issues. Alternatively, representatives may
be selected; these representatives then must decide among themselves what
shall be the goals of either an organization or a community.
Goal identification for plans must be an integral part of the citizen
involvement process. Land use goals created on the basis of preference in-
formation must be legitimized by the community, and the planning agency must
develop broad-based political support for these goals if they are to be im-
plemented successfully. Appropriate configurations and structures for various
interests must also be established. Only when these questions are satisfactorily
answered can further details of the planning process proceed with any real
meaning.
The purpose of this section is to describe a set of procedures which
will assist the land use planner in developing goals which have the potential
for acquiring broad political support from the community. In order to accom-
plish this, the procedures described in this section will provide:
(1) a simple and efficient survey procedure for gathering information
about preferences of individuals in a community or region for
alternative land uses;
(i1) a procedure for identifying and describing the level of community
organization and the types of active interest groups which exist
or may emerge;

(1ii) an analytical procedure for determining the distribution or con-
figuration of land use preferences within a given population or

community;
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(iv) an analytical procedure for aggregating conflicting individual
preferences into a single agenda or meaningful set of agendas of
land use levels and priorities; and

(v) a means of determining the desired level for each land use or suit-

able range of levels.

In order to incorporate citizen needs and preferences into land use
planning, the decision-maker requires the following basic information: (i)
identification of a variety of land use items which are salient to the popu-
lation of the regional social system, (ii) knowledge of the existing or
potential activity related to each of these items, (iii) an order of pre-
ferences of the land use items, and (iv) knowledge of desired use levels or

desired amounts of each land use item.
SAMPLING PROCEDURES

It is assumed here that the only systematic method of gathering information
about preferential choices of citizens of the regional social system is by
conducting a survey. Questions include: (i) whether to conduct a complete
survey of the population or to make use of a sample, and (ii) whether to gather
information by means of a mail questionnaire or by interviewing. Two kinds of
criteria are commonly used to select among these options: (i) informational
adequacy, meaning accuracy, precision and completeness of data; and (ii)
efficiency (cost per added unit of information).

The most important characteristics of a well-designed sample survey
are that they give a precise picture of the population from which it is
drawn, that they be as small as precision considerations permit, and that they
be gathered as swiftly as measurement techniques permit. Techniques for de-
signing a sample which meets these objectives can be found in any social
science methodology text.

Ordinarily, an investigator chooses between mail questionnaires and inter-
viewing on the basis of both economic efficiency and his anticipated response
rate. Mail questionnaires are usually less expensive in comparison with in-
terviews. An interview may cost approximately 5-10 times as much as a mail

questionnaire when the population is centralized and 10-50 times as much as
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a questionnaire where the study population 1s widely dispersed. A mail survey
is appropriate when the questions are few and simple, but interviewing is
necessary when the survey topic is complicated, when the questions are un-
avoidably lengthy, or when the questions require probing. If any of these
conditions occurs, the mailed response rate will be extremely low and the
economic efficiency of the interview will be superior. In our suggested pro-
cedure, we include preliminary interviews to determine preference items and
information exchange behavior, a large mail survey to determine preference

orders, and a final interview series to determine preference levels.
INFORMATION EXCHANGE BEHAVIOR

To develop a sociometric profile of a community, interviews are conducted
with respondents who are asked to nominate other individuals who are influential
or frequently communicated with in the community. Emphasis on influence or
communication may vary with the purpose of the study. The nominated persons
are in turn contacted for their nominees. The process continues until an
adequate set of frequently nominated individuals is obtained.

These frequently nominated individuals can be very helpful in determining
preference items and definition of preference items to be included in the
survey instrument. Because of their knowledge of community affairs, they are
often able to identify salient items much more readily than a respondent
selected at random.

If a population is sufficiently small that it can be completely inter-
viewed, the questions about preferences can be included in the interview
schedule. This provides a much better determination of preference than a

sample, but, of course, is limited to small populations.
IDENTIFICATION OF LAND USE PREFERENCE ORDERS

The criteria for identification of the preference set are the following:
(1) these items must be important to members of the population,
(1i) they must be defined in terms of output units rather than manage-
ment procedures, and

(1ii) they must be as few in number as possible.
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Because of certain ecological or soclal properties of the environment
in which individuals live, some discriminations are more important to them
than others. We define the importance of preference items as salience. In-
dividuals usually form preferences only for items which are functionally
salient to them. However, the survey may include items which require individuals
to state preferences on choices which are of little importance to them. In
order to include only preference sets where respondents have explicit prefer-
ences, a procedure for evaluating the salience of each land output to the
population must be applied before it is included in the set.

Normally, in preferential choice problems, it is necessary that the set
be mutually exclusive. Due to the nature of land use problems, however,
several types of uses (such as bird watching, rock hunting and cultivation)
may occur in the same time and space. It is necessary to determine which of
the preferences require mutually exclusive management practices (single-use
alternatives) and which require inclusive ones (multiple-use alternatives).
Multiple-use alternatives may be expressed in output units, but mutually ex-
clusive uses must be expressed by the amount of land designated for the use.

Although it seems intuitively correct that the rank order an individual
gives to a set of three items would remain the same when the same three items
are presented to him within a set of five items; in fact, the number of items
which must be considered by an individual affects the preference order he
gives to them. The probability that an individual will encounter items to
which he is indifferent and that he will resort to several interacting selection
criteria increases greatly as the number of items in a set increases. In order
to simplify the analytical process as much as possible, the system should in-
clude the smallest set of items that is reasonable for the nature of the planning
problem.

We suggest a three-step process be used for the identification of land
use preferences. In the first step the resource manager who initially defines
the land use management problem will suggest a fairly large set of items to
be included. These items are then pilot-tested for salience and for expansion
or reduction with a group of resource managers who occupy administrative or
other influential posts. The second step is to pilot-test the list of land

use items with a citizen group or panel of knowledgeable community members.
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A common test of salience in this context is to require that the new item be
important enough to replace one listed in the original set. The first and
second steps can be incorporated with the study of information exchange be-
havior described in the preceding section. In the third step the reduced and
refined list of items is used in a community survey procedure. The survey
procedure will consider:

(i) the design of response categories for determination of preference

order and desired use levels, and

(1ii) the design of an efficient sampling method.

Social Choice Patterns

Ideally, the individual responsible for land use planning or decision
making would like to know what decision would satisfy all or most individuals
in the regional social system. Within ecological constraints dictated by
biological systems, a resource manager often strives to satisfy the needs
and preferences of resource users. If information about preferences of in-
dividuals in the population can be made available through a survey, the
resource manager would be able to total the preferences of all the individuals
in the social system into a single preference configuration which he could
then attempt to satisfy. When the resource manager enlists the aid of an
analytical device to help reach decisions, it is even more important that the
preferences be in a form easily digested by the analytical procedures. The
problem considered here is the aggregation of preference patterns of all in-
dividuals into a single pattern which appears to satisfy the majority of the
individuals in the population.

Development of a procedure for combining conflicting individual prefer-
ences into a single social choice pattern constitutes a major theoretical
problem. To give the reader some knowledge of the problems involved and the
conditions which must be satisfied by the procedure, a brief review will be
made of the major developments in the search for a social welfare function.

In a classic study, Arrow (1951) demonstrates that, given a number of
reasonable criteria for the choice structure where there are at least two
personé and three or more alternatives to choose from, it is not possible to

construct a general social welfare function from knowledge of individual
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preference orders. According to further work by Arrow (1951) and Luce and
Raiffa (1957), this difficulty persists even when the welfare function is
restricted so the criterion for an acceptable decision 1s one which satisfies
only the majority of the population.

One of the major difficulties in these procedures is that they restrict
consideration of individual preferences to information about the order of
preferences among alternatives. When a common mechanism, such as averaging
of rank orders, is used to aggregate individual preference orders, the result
often is an intransitive majority decision. Consequently, social scientists
in several disciplines have felt that construction of a social welfare
mechanism might be possible if additional information about the structure
of individual preferences could be gathered. One simple way of aggregating
individual preferences is to assign weights to each preferential vote which
reflect the strength of the individual's desire for each alternative. Thus,
if P's preference for alternative A is twice as strong as O's preference for
alternative B, alternative A may be allowed to take precedence over B without
violating our criteria for a '"fair' decision.

As a result of the work of Arrow and others, it appears that construction
of a social welfare function always involves two normative judgments. The
investigator must make judgments about: (1) the relative weight to be assigned
to individuals in the society, and (ii) the relative weight to be assigned to
each preferential vote. However, the criteria for the social choice mechanism
we are attempting to design here are that normative judgments by the analyst or
planner be reduced as much as possible so that a pure expression of community
preferences can be attained.

Where strength of preference is used in calculating a social choice
pattern, some means of comparing strengths between individuals are required.
Until very recently, it was assumed that comparisons of preference could
be made only in arithmetic fashion; i.e., an interval or ratio scale must
be used. Arithmetically, averaging strengths of preferences over individuals
requires the existence of a common unit of measurement for 'preference' and
an actual numerical estimate of it.

A procedure developed by Coombs (1958) attempts to meet the theoretical

requirements for a social welfare function. The primary purpose in outlining
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Coombs' work is that it demonstrates problems in psychological choice behavior
which inhibit the development and application of a social choice procedure
even if the theoretical problems are overcome.

Coombs has shown that a socilal choice function using the strength of
preference notion can be developed within an ordinal measurement model. The
technique assumes a common preference measure but does not require that a
numerical estimate be made of the preference interval. Assuming that most
of the individuals in the population use a single common perception to generate
their preferences among the values, each individual and each value may be
represented by a point on a common dimension called a J Scale. The J Scale
is equivalent to the social choice pattern. Each individual's preference
ordering of values, called an I Scale, corresponds to the rank order of the
absolute distances of the value stimulus points from the ideal point (the
nearest being the most preferred). The analytical problem in constructing
the social choice pattern is how to "unfold" these I Scales in such a way as
to determine the J Scale. A detailed example of the procedures is given in
Coombs (1964, pp. 96-102).

Cases which do not fit into the Coombs' model occur when: (i) individ-
uals have intransitive preferences, (ii) individuals use some single attribute
other than that defined by the test J Scale, (iii) individuals make judgmental
errors (including indifferences), (iv) individuals are using several inter-
acting attributes to rank the values, and (v) the items in the test are not
mutually exclusive. If the majority of cases fit the J Scale model, the J
Scale describes a social choice order acceptable to the majority of the
population.

The possibilities for creating a social preference order for a given
population rest on the assumption that a single common perception underlies
the preference orderings, regardless of the amount of variance among individ-
uals on the actual ranks. The probabilities of a single common J Scale
occurring by chance in a population are very small.

Experience with applying unfolding analysis to experimental or survey
data indicates that individuals employ several interacting selection criteria

(perceptions) to choice problems much more frequently than they respond to
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a common perception, and, as the choice problem grows in complexity and

the number of items to be considered increases, individuals will be more

likely to use several interacting criteria to put their preferences in an
order. The unfolding technique in one dimension is most useful for determining
if a single perception is in use by the majority of the population, but can-
not provide a means of aggregating multiple perceptions into a single social
order. A survey of multidimensional techniques and studies of preferential
choice data indicate that the best results such analytical techniques can
produce are sets of solutions, i.e., sets of social orders, rather than a
single solution.

In summary, the selection of measurement models used to collect and
interpret information about preferential choices must be based on consider-
ation of the following characteristics of human choice behavior.

(1) Rather than select among items on the basis of common perception,
different individuals often make use of different criteria to
generate a preference order among items.

(1i) The successive choices of individuals constructing an ordinal rank-
ing of items may reflect an assumption that the first choice is
achieved or satisfied. If the individual suspected that his first
choice might not be satisfied, he might have specified an alterna-
tive order for the remaining items.

(iii) 1Individuals may be indifferent as to which order several items
assume.

(iv) 1Individuals can be expected to make errors in judgment.

The Preference Measurement Model and Development of a Least Disliked Social

Order

A key point in the collection and analysis of data lies in the selection
of a measurement model. Measurement models must be selected which are con-
sistent with assumptions made about preference formulation and are amenable to
aggregation into a social order. The measurement process is the systematic
assignment of numbers to a set of observations to reflect the status of each
member of the set in terms of the property under investigation. A scale can
be defined as a set of elements, each consisting of three components: (i) an

observation or individual, (ii) a number, and (iii) a rule or set of rules
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linking the individual and the number. These rules are often called mapping
rules because they serve to represent non-numeric properties of the individual
in terms of numbers. The system of mapping rules constitutes the measurement
model. The preference order among a set of items, the activity related to

the items, and the desired use level for the items, each requires a different
measurement model because each is a different expression.

Before selecting a measurement model for preference order, two character-
istics of human choice must be considered. These are judgment error and in-
transitivity. In selecting among an array of alternatives, individuals
occasionally choose alternatives which do not reflect their real preferences.
Generally, these errors are caused by: (i) misperception, (ii) unwillingness
to make choices on certain sets of alternatives, and (iii) indifference. 1In
land use problems, we assume individuals are being confronted with both a novel
set of alternatives (i.e., the average individual citizen does not normally ex-
perience, in his day-to-day living, the set of land uses presented to him by the
resource manager as a set of interrelated alternmatives), and a novel selection
criterion (i.e., individual citizens are rarely required to make land use deci-
sions for either a community or region). Because of the novelty, we may anticipate
judgment error occurring with greater frequency than in a choice problem with
which people have a great deal of practice.

Transitivity assumes that individuals are consistent in their prefer-
ence ordering in the sense that if A is preferred over B and B over C, A is
preferred over C. However, human thought processes are not always consistent;
indifference, for example, is not generally assumed to be a transitive re-
lationship (e.g., if an individual were adding pepper to soup, one grain at
a time, he might be indifferent between the first and second grains, between
the second and third grains, between the third and fourth grains, but still
prefer the first to the fourth grain). Accordingly, a scale must be used which
prevents an intransitive order from occurring.

Because an individual will probably use several interacting criteria to
order a set of items, human preference must be assumed to be a non-monotonic
function. If preferences of a population are not based on a monotonic measure,

they cannot be reconciled with a monotonic scale (i.e., a single social order).
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If, instead of attempting to fit individual non-monotonic data into a mono-
tonic scale, we concern ourselves only with measuring a monotonic population
property, we can easily develop a variety of social orders. Any time a set
of data 1s scaled through some.technique, such an order is produced.

Although the manager is faced with the problem that a single social
order is usually not possible, it is still possible to select an order such
that no other order would be preferred. Thus, the social order we wish to
develop for the resource manager or for entry into a decision model, such as
goal programming, has some special requirements. The procedure used to con-
struct this order must: (i) weight all individuals equally, (ii) satisfy the
preferences of the majority (517%) of the population, (iii) weight individual
preference choices according to strength of preference, (iv) observe dependence
of values in the individual orders, and (v) develop a social order from among
a set of values containing several underlying perceptions on which the majority
is indifferent.

The following procedure has been devised to satisfy these requirements.
The preferential choices of the population are arrayed so that the set of
items describes columns and order of preference describes rows. This is called
a preference measurement model. The number in the cells represents the number
of individuals who assigned a given item a given preference. The data array
for a case study is illustrated in Fig. 1.

If one of the items receives a majority of first place "votes,'" as
"grazing' does in the example, it is given first priority in the social
order scale. If no item receives a majority of first place 'votes,'" the
item with the most last-place votes is eliminated, and is given the lowest
value in the social order scale (shown by the example of "all-terrain
vehicles" in Fig. 1). If an individual's choice cannot be satisfied because
it conflicts with the preference orders of most members of the population,
the procedure attempts to compensate him by granting him an additional vote
in the next choice.

This process continues until one item acquires a majority of first-
place votes; this item is eliminated from the set by assigning it the highest
available value. The process begins again on the remaining set of items and
continues until all the items are eliminated because they either receive a

majority of "first-place votes" or "most disliked votes."
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This procedure clearly weights all individuals equally, weights indi-
vidual preferences according to strength, prevents an intransitive order from

occurring, and observes dependence among items within individual orders.

Survey Instrument for Preference Orders

The final step in developing measures of preferential choice is to con-
struct a set of response categories for a preference order which: (i) defines
the problem clearly and completely and in such a way that the subject has the
same understanding of the type of information desired as the investigator;
(ii) is simple for the subject to complete; (iii) encourages the subject to
be as accurate, precise and complete as possible within the context of the
problem; (iv) avoids value implications and investigator bias (items are
occasionally constructed which give the subject clues to the response desired
by the investigator or the subject's reference group); and (v) is in a form
which minimizes the amount of coding necessary.

The preference measurement model requires that the data on preferences
for each item be given ordinal scale assignments. To indicate preferential
choices among a set of items, the investigator may ask a respondent either
to pick some of the items or to rank order some or all of the items. The
method of rank order will be used since it carries the maximum amount of in-
formation, prevents the subject from making an intransitive response, and
is most cost efficient.

Measurement of preference can be obtained by use of several techniques.
A procedure adaptable to small scale mail surveys is the gummed label tech-
nique. One page of the survey instrument carries a set of gummed labels
printed with a short notation for each of the items. A rectangular box
(one label wide and m labels long) is printed on the second page. The box
is labeled "most preferred" at the top and "least preferred" at the bottom.
The subject is instructed to remove the labels from the first page, one at
a time, and to place them in his desired order within the box. In coding
the answers for data analysis, the items are treated as variables and assigned

numbers to indicate priority ranking.
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For individual interview techniques, a card and slot technique is useful.
In this procedure each item is described briefly on a card. The cards are
then placed in order in slots according to the preference order of the respondents.
This procedure has the advantage that the respondent can rearrange the order,
but clearly is not suitable for mail surveys.

For large scale mail surveys, a procedure which greatly reduces or eliminates
hand coding is desirable. In these cases use of forms which can be tallied with

an optical mark reader achieves these needs (see Appendix A for example).
PREFERENCE LEVELS

We have assumed that preferences among a set of items are formed on the
basis of their similarity to an ideal alternative. Research in several fields
indicates that the process of identifying a desired use level for an item is
a much more complex process. In addition to relative desire for the item,
individuals are known to be influenced by a set of subjective expected utility
factors. These are: (i) the expected probability of the item being obtained,
(ii) the amount of uncertainty about the attainment of the item, (iii) the
amount of background information available, (iv) the desire to conform to
perceived social opinion, and (v) the cost of obtaining the item under various
circumstances.

The most important influences are amount of available background information
and expected probability of attainment. If a person is unfamiliar with essential
elements of the problem (i.e., unfamiliar with present levels of consumption,
potential limits to consumption, renewability rates of the resource, and
costs attached to raising or lowering the use levels), he will have great
difficulty in selecting a use level. If he perceives the item to be trivial,
he will have greater difficulty selecting a use level than if he considers
the item to be important. If he perceives the item to be controversial, he
will select use levels appropriate to his stand on the issue.

Individuals also seem to adjust their aspirations to the attainable.

What is perceived to be attainable is chiefly a function of past experience

(expected probability), variable cost of attainment, and relative uncertainty.
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Because of the problems in determining achievement levels for each prefer-
ence item, we do not recommend determining use levels from a general survey
procedure. Rather, we recommend that levels be determined by a subset of
the population, especially including knowledgeable professionals and informed
citizens in the area most relevant to the preference item.

On the other hand, we recommend that the preference order be determined
from a broadly based, statistically reliable survey procedure. By utilizing
both a survey procedure for preference orders and interviews with knowledge-
able individuals to determine levels, both information utilization and
legitimacy can be achieved.

Most quantitative planning procedures require that information about pre-
ference levels be in the form of interval or ratio scale assignments and that
the scale assignments be in the form of common measurement units wherever possible.
We assume that the psychological process of forming aspiration levels occurs in
a fashion similar to that of forming preference orders; i.e., the subject
assigns aspiration levels to items which reflect his relative preference for
them as modified by subjective expected utility factors. If the subject were
using a single unit of measurement in forming aspiration levels, he would in
effect be assigning each item a percentage of the total number of units avail-
able in the planning area. Accordingly, the response item category which best
reflects the psychological process is one which asks the subject to state his
desired use level for each land use in the form of a ratio scale. The ratio
scale model is very useful for mutually exclusive uses, but is not necessary
for multiple use goals. The ratio information can be most easily converted to
interval scale equivalents by the investigator in the coding process since a
high incidence of error would result from having each subject perform these
calculations during the data collection process.

Measurement of preference levels can be obtained by dividing the items
into single-use and multiple~use sets and by asking the subject to state either
output units or percentage of land area to be assigned to each item listed.

In the interview schedule formats, the output units should be listed on a
separate page from the land area percentage and should be accompanied by
spaces for writing in responses. In mail surveys, it may be desirable to
determine land area percentage and demand, but it generally is not useful to

ask for output units (such as timber volume to be harvested) in such surveys.
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FURTHER ANALYSES

Other analyses are necessary to determine other aspects of the goal iden-
tification process. These include:
(i) a method for determining the general level of agreement or disagree-
ment in a population,
(1i) a method for determining which of many possible levels of achievement
to state for each item,
(iii) a method for determining which preference orderings are related
to various social groups,
(iv) a method for determining the agreement of administrative structure
and active interest groups with general public expectations, and
(v) a method for identifying individuals who are most likely to rep-
resent various viewpoints in successive iterations of the management
planning procedure.
For question (i) we use Kendall's concordance coefficient and for question
(ii) a histogram of all responses for each item is developed (see computer rou-
tines KENDAL and LEVEL, respectively). For questions (iii), (iv) and (v) we
have developed some modifications of factor analysis which are discussed at

greater length in the next section.
STATISTICAL ANALYSES
KENDALL'S CONCORDANCE COEFFICIENT

Given a set of observations each containing ordinally ranked data, such
as a set of responses from several individuals consisting of their priority
rankings of preference items, it is of interest to determine the degree to
which there is agreement or lack of agreement among the observations (the
individual's responses).

A statistical procedure developed by Kendall calculates a single number,
called Kendall's concordance coefficient, which indicates the level of agree-
ment (concordance) in the data. This coefficient, usually denoted by W, is

calculated by the formula
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where k is the number of observations, N is the number of items being ranked
and Rj is the sum of the rankings of the jth item.

The result of this calculation is always a number between 0 and 1 with
values of W close to 1 representing a high level of concordance and values
of W close to 0O, a low level of concordance.

In cases where the number of items being ranked is greater than seven
(N>7), an additional test may be performed to determine the significance of
Kendall's concordance coefficient. Called the 'chi-square test,'" it determines
whether the degree of concordance indicated by W exceeds what we might expect

to occur simply by chance. x2 is calculated by

X = k(-1)u 2)
and is compared with a table of the x2 values one could expect if there were
only a chance correspondence among the rankings. The table values are called
"x2 values for N-1 degrees of freedom at the .05 level of significance.”" If
the x2 which is calculated by Eq. 2 exceeds the value in the table, then
this means that we may be 95% certain that the level of agreement among all

the observations is higher than it would be by chance.
FACTOR ANALYSIS

Scientists are frequently presented with a set of data representing
scores or measures of the behavior of individuals with respect to each of
several items or variables. For example, a psychologist may deal with the
responses of a set of individuals to various test items on an intelligence
test, or a political scientist may wish to analyze something as complex as
the behavior of a set of nations with respect to such attributes as power,
trade, and energy consumption. Given such data, the scientist seeks rules to
explain his observations by means of certain unifying attributes which, in
some sense, simplify the data. Especially helpful in those areas where
scientific laws are unknown, and where even hypotheses are few, is the sta-

tistical technique known as factor analysis. Given a set of data of the type
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described above, factor analysis provides a method for determining a set of
underlying attributes or factors which can explain the intercorrelations
among the variables. The general goal of factor analysis is the reduction-
of the number of variables to a smaller set of variables called factors with
which the original data has a high degree of correlation.

In certain cases, each of the variables in the new (reduced) set is
identified by a new name (such as "trade'" and "energy consumption') which
can be taken as having some theoretical significance. However, this is not
always done, nor is it necessary. Frequently each new variable or factor
may be identified simply as a combination of several of the old (more numerous)
variables, for purposes of providing a better perspective on the available
data. Using factor analysis to isolate factors of this type can be of great
benefit for analyzing data in a visual or graphical format.

The procedures involved in factor analysis generally follow these major
steps as outlined by Comrey (1973): (i) selecting the variables; (ii) compu-
ting the matrix of correlation coefficients among the variables; (iii)
extracting the unrotated factors; (iv) rotating the factors; and (v) inter-
preting the rotated factor matrix.

Selecting the variables from which the factors are to be extracted rarely
presents a problem, since the nature of the existing data usually dictates
what the variables will be. Ordinarily these are the individual test or
response items, although in some cases they may be condensed into sets such
as sub-tests. In general, the variables are taken to be those items to which
each individual has responded and thus have been assigned a numerical value or
score. In our usage, the variables are defined as preference items for
alternative land uses, while the scores are the rankings given these items by
the responding individuals.

Once the variables have been selected, the next task of the investigator
is to determine the correlations that exist between pairs of variables. The
responses to each item are compared to the responses to each other item, and
each pair of items thus compared is assigned a number (called Pearson's
product-moment coefficient) between -1 and +1 indicating the degree of simi-

larity between the responses. Coefficients close to +1 represent a strong
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positive correlation or degree of agreement among responses, coefficients close
to -1 represent a strong negative correlation or opposite responses, while
coefficients near zero indicate little apparent relation between responses to

the two items of the pair.

The equation used to calculate the correlation coefficient (rij) between
variable i and variable j is:
Ti3 © — 3)
/(Gx?)  (Ty?)

where the sums are taken over all the observations or individuals' scores on
variables 1 and j, and where each x is the departure from the mean of vari-
able i and each y is the departure from the mean of variable j.

Once all the coefficients have been calculated, they are entered into a

matrix R with rows and columns identified by the variables:
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Observe that the matrix is symmetric, i.e., has the same numbers above and
below the indicated diagonal. This is because rij’ the correlation coeffi-

cient for items i and j, is the same as r The diagonal entries (rii)

are ordinarily set equal to one, dependinéion the method being used to extract
the factors.

The next task is to isolate the factors using the matrix R. In general,
one needs to determine in advance how many factors are to be extracted. Often
considered one of the most difficult aspects of factor analysis, fixing the
number of factors can in certain cases be simplified by reference to pre-
viously completed analyses of similar data. In case the number of factors ex-

tracted is two, graphical representation becomes a viable possibility, since



31

each factor may be expressed as an axis in a two-dimensional space. The
principle involved in extracting factors is to find those hypothetical vari-
ables which can account for as much of the correlation among the original
variables as possible. For each factor that is extracted, a column of numbers
is calculated which represents the correlation of each variable with that factor.
These numbers are called the '"loadings" of the variables on that factor. After
the first factor is extracted, the effect of this factor is removed from the
matrix of correlations R, and a new matrix representing the '"residual" correla-
tions is computed. A second factor may then be extracted if the residual
correlations are sufficiently substantial to warrant doing so, and so on, until
the residual correlations are too small to continue.

If the columns of factor loadings for all the factors thus extracted
are put together in a matrix (usually called "A"), it happens that, mathe-
matically, the matrices R and A have the following relationship:

AA” =R (5)

where A” represents the transpose of the matrix A. From a mathematical
point of view, then, the task of extracting factors reduces to the task of
decomposing the matrix R in such a way that it can be expressed as the product
of a matrix and its transpose.

The fact that R is a symmetric matrix brings into play some basic theorems
of linear algebra which make such a decomposition possible. Omitting the
mathematical details (see for example Comrey, 1973), it turns out that the

required matrix A can be calculated as:
A=B" VD (6)

where D is the diagonal matrix of eigenvalues of R, and B” is the transpose
of the matrix B of normalized eigenvectors belonging to those eigenvalues.
These may be calculated by standard procedures such as the diagonalization
method of Jacobi wused here.

The eigenvalues of matrix R are those values li for which there exist
vectors b, such that the multiplication of that vector by the matrix returns

—

the vector Bi multiplied by a constant (Ai), i.e., for which:
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R b
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The vector Ei is called the "eigenvector belonging to the eigenvalue Ai."
All the eigenvalues of the matrix R will appear on the diagonal when the matrix
is transformed into diagonal form D.

The matrix D is of additional interest, since its entries provide needed

information about the factors. Specifically if

D = (8

]

—_— (9

the proportion of each eigenvalue relative to the total.

In a completely random data set each factor will account for 1/m of
the total eigenvalues, where m is the number of variables. Thus in a data
set containing nine variables, each factor will account for 0.111 of the
total variance.

If a list of rankings is used as input data, the rank of the mth item
to be ranked is completely determined by the ranks of the previously ranked
m-1 items; in this case only m-1 factors account for all the variance, and
the proportion of variance accounted for by each factor is 1/(m-1). Thus,
in a data set of nine variables, each of the eight factors of non-zero variance
will account for 0.125 of the total variance.

Since no data set is completely random, however, these theoretical values
are never exactly achieved. For example, with a "random" data set of 2400
observations with nine ranked variables, the first factor accounted for
0.135 of the total eigenvalues, and the eighth factor accounted for 0.115

of the total eigenvalues.
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Since the proportion of eigenvalue totals can thus be calculated for a
random sample, it is instructive to compare the eigenvalues of an actual
sample to the calculated values of random samples. Those factors with
greater than a random value can be considered important in an interpretation;
those with less than or equal to a random value should not be considered in
interpretation.

We have found in several detailed survey results that ranked values for
variables can usually be expressed with only two factors. The third factor
is usually very near a random value, and the fourth and higher factors account
for less variance than expected for a random effect (Fig. 2). Thus, for
data of this kind, we recommend that two factors from the factor analysis
be exhibited.

Once these calculations have been completed, and the matrix of factor
loadings A has been found, the factors can be identified by the columns of A.
A is called the unrotated factor matrix, and each column represents a factor,
with the entries in the columns signifying the loadings for each variable.
Note that the sum of the squares of the loadings of factor i (entries in
column i) yields the eigenvalue Ai. In addition, the sum of the squares of
the row entries have statistical significance. These numbers, called the
communalities represent the extent of the overlap between each variable and
all the factors. Thus a communality near to a value of 1 for a particular
variable indicates that variable overlaps almost completely with the factors
in what it measures.

The factor analysis does not stop here, however. Because the procedure
thus far has been designed so that each successive factor extracts as much
of the variance as possible, the resulting factors tend to be combinations
of large numbers of the original variables, and are rarely useful. For this
reason, a further procedure is initiated, called the rotation of the factor
matrix. The objective of the rotation is to determine a new set of factors
called the rotated factors, each of which correlates with a smaller number
of the original variables. The rotated factor matrix is equivalent mathe-
matically to the unrotated factor matrix, however, and the communalities for
each variable are unchanged. The rotated factors (columns) differ from the
unrotated factors in the distribution of the loadings, since each of the

rotated factors should have high loadings for a small number of variables.
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There are several methods available for effecting the rotation of the
factors, the most frequently used being Kaiser's Varimax method which results
in an orthogonal solution with maximum variance. Where two factors are ro-
tated, this means they may be represented by axes which are perpendicular.

Because certain approximations are introduced in the process of rotating
the factors, it is often considered useful to provide a check on the equiva-
lence of the rotated factor matrix with the unrotated factor matrix. This
can be done by determining whether any significant changes have occurred in
the communalities, which are theoretically equal for both matrices. Thus a
check on communalities may be made by calculating both sets of values (the
sums of the squares of the row entries), and computing their differences.

The final step in factor analysis involves interpreting the rotated
factor matrix. This may be done in several ways, but in the case where only
two factors are extracted, an interpretation can be obtained by visual
geometrical representation, since only two dimensions are involved. 1In this
case, each factor may be considered as an axis, and when the Varimax pro-
cedure is used, the two axes are perpendicular. The two-dimensional space
defined by these axes is called the faetor space, and provides an orientation
for graphical representation of the data. The axes are scaled in such a way
that the origin (0.0) represents the mean value of each factor (zero), and
the units into which the axes are divided represent standard deviations
(positive and negative) from the mean.

Several kinds of information may be plotted onto the factor space. Of
initial interest is the relationship between the original variables and the
extracted factors. Here the variables are located on the plane by coordinates
equal to the factor loadings. That is, the first coordinate for each variable
designates the correlation betwéen that variable and factor 1 (and is equal to
the loading of that variable on factor 1), while the second coordinate desig-
nates the correlation between the variable and factor 2 (the loading on factor
2). In this way, each of the original variables is assigned a point in the
factor space.

Original data observations can also be plotted, by means of their factor
scores. These scores represent translations of the individuals' scores (in

our example, rankings) on the original variables into scores on the factors.
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Factor scores are calculated by means of factor multipliers derived from the
factor loadings and represent the departure of the observation from the mean
position (zero) in terms of standard deviations. Since the distribution along
each axis is statistically normal, there will theoretiéally be more observa-
tions near the 0.0 point than at the extremes of either axis.

Theoretically we would expect that several data points would occur between
3 and 4 standard deviations from 0.0 in a very large data set. Empirically,
however, we find that ranked data usually limits the actual departures to *+ 2.5
standard deviations (Fig. 3). Using the calculated factor scores, each in-
dividual may be assigned a point in the factor space indicating his position
with respect to the factors, with the arrangement of these points providing
information on configurations of interests.

Additional data too, though they may not have entered into the initial
factor analysis, may be overlaid onto the factor space. As scores (rankings)
from more individuals become available, these may also be converted to factor
scores, and the results plotted against the factor axes. This information
can be extremely useful when compared to the distribution of points of the

initial group of individuals.

Sample Data from Surveys

When mail surveys are used to collect data, it can be expected that many
questionnaires will not be returned for tabulation. This poses an important
question; who has returned and who has not returned the questionnaires? To
look at this question, 2400 questionnaires were sent to a ''random" sample of
residents using telephone books to identify the address for each questionnaire.
The sample was drawn from the residents living near six National Forest Ranger
Districts. Of all the questionnaires sent, 823 were completed in sufficient
detail to use in analysis.

The 823 questionnaires were then compared to a ''random" sample of 2400
observations generated by a computer. The "random" sample, representing all
the questionnaires mailed, is compared to the actual returns in Fig. 4. The
most noticeable aspect of this figure is that the central point of the normal

distribution is greatly under-represented in the returned questionnaires.
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This is to be expected, however, since this represents a '"middle-of-the-road"
area where the interest levels of the individuals are so low that most did not
bother to respond to the questionnaire. In addition, one of the most extreme
positions seems to be shifted to a somewhat less extreme position at about
+2.0 standard deviation from the mean; the other extreme position had values
near the 2.5 standard deviation point.

The questionnaires used to collect these data listed nine types of uses
common to the six districts. These were (i) wilderness, (ii) timber, (iii)
minerals, (iv) watershed, (v) developed recreation, (vi) dispersed recreation,
(vii) scenic beauty, (viii) wildlife, and (ix) range management. Respondents
were asked to rank these uses from 1 to 9 according to their own priorities.
Secondly, respondents were asked to rank the activities from 1 to 9 according
to what they felt was the policy of the Forest Service.

In addition to the questions asked of the public, a similar procedure
was followed with the staffs of the six districts. Some 227 of these ques-
tionnaires were filled out; in this case respondents were asked only to rank
their own priorities.

The public's own opinion was considered to be the base data on which
the factor analysis was performed, and the agency staff's view and the public
perception of the agency were compared to this base. Based on the contribu-
tion of each factor (Fig. 2), the most satisfactory representation is a two-
dimensional plot.

Each factor can be interpreted in terms of a combination of original
variables (Fig. 5). The first factor is identified with dispersed recreation
and scenic beauty vs. timber, while the second factor represents developed
recreation vs. wildlife. The remaining original variables are identified
with combinations of these two factors. Range management and watershed are
negatively correlated with both factors. Minerals has a negative correlation
with the factor of dispersed recreation and scenic beauty but a positive
correlation with developed recreation, and wilderness is correlated posi-
tively with dispersed recreation and scenic beauty but negatively with

developed recreation.
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The location of each observation is calculated by using multipliers for
each variable so that a score 1s calculated with reference to each axis.

This score 1s the number of standard deviations which an observation departs
from the zero points on the axes, thus scores may be either positive or
negative (Fig. 6).

These same multipliers were also used for other data. We calculated
the factor scores of the 227 agency staff personnel based on the multipliers
from the public data. The result is an overlay of staff opinions plotted on
axes which are determined by public opinions (Fig. 7). We also plotted the
public perception of the agency's priorities against the public's own priorities
(Fig. 8).

The plot of agency personnel shows how the attitude of the two groups
compare. It is obvious from Fig. 7 that the opinions within the agency staff
are essentially the same as the range of opinions in the public responses.

If this i1s so, why should there be conflict between the public and agency
personnel?

Part of the answer lies in Fig. 8 which shows that the public view of
the agency priorities for each of the six districts departs somewhat from
the public's own priorities. Thus, each district has a peculiar set of
problems; the public perception of how the agency is treating these problems
and the agency personnel opinions all vary. In some districts the difference
between public perception of agency position and average opinion of agency
personnel is small, in other districts it is large.

This appears to be a possibility for evaluation of information and edu-
cation (I and E) programs. The degree of departure of public perception from
the real agency position indicates a lack of communication; an effective I
and E program will result in little departure since the public will clearly
understand the agency position, an ineffective I and E program will result in
larger departures. In our example, District 5 appears to have the most
effective I and E program, and District 3 the least effective.

Another part of the answer lies in the position of the manager decision-
maker (Fig. 8). The six decision-makers of the six districts are shown to
have viewpoints widely divergent from the average of the public opinion;
since these are key individuals in making management decisions their opinions

may enhance the apparent conflict between the public and the agency.
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Fig. 6. Factor score plot of 823 individuals responding to a survey on priorities
of public land management. Each axis represents a component of the data
set, and observations are plotted according to the number of standard
deviations from the intersection of the axes.
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Armed with the information on configurations of interests derived from
the factor analytic procedure, the decision-maker can thus identify potential
areas of conflict that may develop if a particular management strategy 1is
implemented. This knowledge, in conjunction with that gained from the pre-
ference measurement model, can serve to indicate what steps need to be taken
in the iterative process of compromise to insure general public acceptance

of management activities.
COMPUTER PROGRAMS

The measurement models as discussed in the previous section have been
incorporated into a series of computer programs which are packaged into a
main program called PUBLIC. This package provides the manager with two
basic types of services: (1) analysis of multivariate data such as community
interest and activity structures, and (ii) analysis of univariate data with
common statistical procedures.

This package 1s designed primarily for batch input of data, but width of
output tables has been designed to be suitable for remote interactive terminals.
PUBLIC is designed to accept particular kinds of data and to perform particular
analyses to assist with natural resource decisions and the study of public
constituencies. It 1s not designed to be an all-purpose social science com-
puter package; for more general uses the reader is referred to packages such
as Statistical Package for the Social Sciences (SPSS), UCLA Biomedical
Division Statistical Routines (BMD), or IBM's Scientific Subroutine Package
(Ssp).

OVERVIEW OF PUBLIC

The PUBLIC package consists of several subsystems (Fig. 9). The first
is a sample identification program RANSAM which selects random samples from a
standard telephone book (Appendix B). Once the data are collected, they are
analyzed by the analytical routines of the main PUBLIC package.
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Survey data (usually gathered from precoded questionnaires) are arranged
so that all data for an observation are entered in a block. As many blocks
are entered as there are observations. The data block contains subscripted
variables which correspond to questionnaire items. A header block in the
data file indicates the number of identifiers and number of data items in-
cluded in the file.

To initiate a task in the PUBLIC system the user calls up the program,
and invokes any process by entering the name of the desired analysis. The
command words are as follows:

TITLE Read a new title card. This may be done initially or between
any analyses.

DATA Read data from a specified input device (if not specified,
card reader assumed).

LEVEL Descriptive statistics of a single variable.

KENDAL Computes Kendall's concordance coefficient on specified
variables.

ORDER Computes least-disliked social order.

FACTOR Computes rotated factor matrix and factor scores and plots
factor scores. KENDAL and ORDER analyses are performed on
subgroups identified by FACTOR.

COMPARE Compares another data set to the factor matrix developed by
FACTOR. Must be preceded by a FACTOR command.

STOP Ends analyses.

The data routine reads in the data file according to the input format
statement and writes onto temporary logical units; from the data files vari-
ables are selected for further analysis. If the values contained in a particular
block of variables are invalid, the variable block will not be used for a par-
ticular analysis; Details of each command are described in the section Data
Input for PUBLIC.

TAPE ASSIGNMENTS IN PUBLIC

PUBLIC uses seven auxiliary disks (eight if punched output is desired)
in addition to the input file (card reader) and output file (printer). All
logical units are references in the program by variable names LU, LU2, LU3,
Lv4, LU5, LU6, LU7, LU8, LU9, LUIO, which are initialized in the BLOCK DATA
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subprogram. Because of variations among operating systems, it may be necessary
for the user to change these assignments to conform to the operating system
being used. Table 2 indicates the {unction of each of the logical units.

The user also has the option to have individual data records read from
an additional unit, if desired (see the section Data Input for PUBLIC for
details of this option). If this option is chosen, a numerical wvalue for
LUDATA is specified on input, and this value must be distinct from any values
assigned to logical units in BLOCK DATA. When this option is not chosen,
LUDATA automatically defaults to LU5 (card reader).

Table 2. Functions of logical units.

Variable Name Function Assigned Value
in BLOCK DATA

LU Auxiliary disk 1
Lu2 Auxiliary disk 2
LU3 Auxiliary disk 3
LU4 Auxiliary disk 4
LU5 Card reader 5
LU6 Printer 6
Lu7 Auxiliary disk 7
LU8 Auxiliary disk 8
LU9 Auxiliary disk 9
LUl0 Punch file (Hollerith) 10

DATA INPUT FOR PUBLIC

TITLE
Use involves two cards:
1. TITLE (Cols. 1-5)
2, Any alphanumeric characters (Cols. 1-72).
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A TITLE command may be inserted anywhere in the analysis schedule, thus
titles may be selected to identify the input data or the analysis performed.

DATA
Use involves four cards (in addition to the data records):
1. DATA (Cols. 1-4)

2% NID, NDAT,LUDATA,IWIDE,PRDAT (FORMAT 5I2)
NID = number of identifier fields, must be < 3 (defaults to 3)
NDAT = number of data fields, must be <80 (defaults to 1)
LUDATA = number of the input unit containing data (defaults to
LU5)

IWIDE = 1 if carriage width of output unit is less than 120
characters; 0 or blank otherwise.
PRDAT = 1 if the first 60 data records are desired to be printed

out, 0 or blank if no data records are to be printed out.
3. Variable format card (FORMAT 20A4)
4., END (Cols. 1-3)

The individual data records are placed between cards 3 and 4. They are
preceded by a format statement describing the data arrangement (card 3). The
format may include columns 1-80 on the card or card image. The first and last
characters must be left and right parentheses, respectively. Inside the paren-
theses may be any combination of A, F, X, "/" and numeric descriptors. These
A, F, X, "/" and numeric descriptors have the same meaning as in FORTRAN and
may be used in any way that is legal in FORTRAN, but with the following
restrictions:

(a) The read list for the data cards requires that the identifier fields

must precede the data fields (ID(I), I=1,NID), (DATA(J), J=1,NDAT).

(b) Internal storage requires that the identifier fields must be in an

A3 or A4 format,

(c) Internal storage requires that the data fields must be in an F

format.

(d) The letters END must not be used as the first three identifier

characters for any data record, to avoid being read as the END card.

If the data records are to be read from a unit other than the card reader
(as specified by LUDATA), they must be formatted according to the variable

format card, and must be trailed by an END record.
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If the variable format card contains any "/" descriptors, i.e., if
multiple record data input is used, the END card must be trailed by as many
cards as necessary to complete the multiple record requirement. This prevents

the next command card from being read as a data card.

LEVEL
This routine provides the user with a histogram and a set .of descriptive

statistics. These statistics are mean, variance, standard deviation, standard
error, mode, kurtosis, skewness, median and range. LEVEL can be used with
either a single data element or a consecutive string of data elements. To
use LEVEL, two cards are needed:

1. LEVEL (Cols. 1-5)

2. N1,N2,ICON, IPRIN,EXTOP (FORMAT 5I2).
If a single data element (variable) is to be analyzed, N1 is the position of
that element in the data array (DATA(J)), and N2 is zero or blank. If a con-
secutive string of data elements is to be analyzed, N1 is the position of
the first element (variable) to be analyzed and N2 is the position of the
last element (variable) to be analyzed. The other variables in the list are
not used by subroutine LEVEL and need not be entered. LEVEL may be used on
any number of variables, and no restriction is made on the number of obser-

vations.

KENDAL
This routine is used to test the amount of agreement among a set of obser-

vations consisting of ranked data. The output lists the number of observations,
the number of variables, and the concordance coefficient. The instructions
are:

1. KENDAL (Cols. 1-6)

2. N1,N2,ICON, IPRIN,EXTOP (FORMAT 5I2)
where N1 and N2 are the positions in the data array of the beginning and
ending elements of the set of ranked data to be analyzed. The other variables
are not used by subroutine KENDAL and need not be entered. The maximum number
of data elements that can be analyzed (N2-Nl+l) is 15. No restriction is

made on the number of observations.



51

ORDER
This routine works with individual ranked preference data to produce a

single least—disliked preference schedule for use in those cases, such as
goal programming, where a single preference order is required. The instruc-
tions are:

1. ORDER (Cols. 1-5)

2, N1,N2,ICON,IPRIN,EXTOP (FORMAT 5I12)
where N1 and N2 are the positions in the data array of the beginning and
ending elements of the set of ranked data to be analyzed. The other variables
are not used in subroutine ORDER and need not be entered. The maximum number
of data elements that can be analyzed (N2-Nl+l1) is 15. No restriction is

made on the number of observations.

FACTOR

This routine 1s an adaptation of conventional factor analysis which uses
factor analysis primarily as a means of subdividing respondents into sub-
groups, each with its own interest configuration.

Factor analysis determines the distribution of individuals in a normal
orthogonal space of N dimensions according to standard factor analysis pro-
cedures using principal component analysis with varimax rotation. Variables
are plotted for interpretive purposes, but such interpretation should be
used with caution. If unspecified, two factors are rotated; plot of the two
principal dimensions is always presented.

The data are then sorted into 2N+l groups according to the positions of
observations in the factor space. Following these groupings the program is
returned to ORDER and KENDAL to conduct these analyses on the subgroups.
Finally, an optional analysis is performed which determines the hypothetical
data that would give rise to the most extreme positions (positive and nega-
tive) on each factor, and these are plotted. Instructions are:

1. FACTOR (Cols. 1-6)
2. NI1,N2,ICON,IPRIN,EXTOP (FORMAT 5I2)
where N1 and N2 are the positions in the data array of the beginning and

ending elements of the set of ranked data to be analyzed. ICON is the number
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of factors to be rotated; 1f unspecified this value defaults to 2. IPRIN
determines whether factor scores for each observation are printed or punched.
If IPRIN is unspecified or zero, factor scores will neither be printed nor
punched. TIPRIN=1 causes factor scores to be printed. IPRIN=2 causes factor
scores to be punched, one card for each observation, with the individual
identifiers included on the punched card. IPRIN=3 will result in factor
scores being both printed and punched.

EXTDP represents the optional extreme analysis. If EXTOP is unspecified
or zero, the extreme analysis will be performed. If the extreme analysis is
not desired, EXTOP must be a positive integer. The maximum number of data
elements that can be analyzed (N2-N1+1) is 15. No restriction is made on the
number of observations; however, when observations are sorted into the 2N+1
groups, each group can hold at most 1250 observations, and only 2500 individ-
uals will be plotted.

The number of factors rotated (ICON) will ordinarily be 2, but up to 13
are allowed. ICON must be less than the number of data elements (variables)

being analyzed.

COMPARE
The COMPARE routine compares a new data set to the factor matrix calcu-

lated by FACTOR. To be used, it must follow FACTOR. The new data set may
be contained as part of the data array in the original set of data records
previously entered in DATA; or alternatively, it may be entered immediately
previous to COMPARE with a new DATA sequence. Instructions are:

1. COMPARE (Cols. 1-7)

2. NI1,N2,ICON,IPRIN,EXTOP (FORMAT 5I12)
where N1 and N2 are the beginning and ending elements of the new data array.
The COMPARE analysis must be preceded by FACTOR, and the values of ICON and
(N2-N1) must agree with the base data set on which FACTOR was performed. No
restriction is made on the number of observations, but only 2500 individuals
will be plotted.



a3

STOP
The command:
1 STOP (Cols. 1-4)
must be given after all desired analyses have been requested in order to

achieve a normal exit from the program.

Comments on Data Input

In the PUBLIC system each separate item in the data array is called a
variable. The response of any individual to a measurement item is called a
value. Each individual's response to the measurement instrument is located
on an individual 80-column card or card image. In the resulting data
block, variables are represented by columns, individuals by cards (or card
images), and responses by values located in each set of columns. As far as
the computer program is concerned, data can be collected in any way. A con-
venient way, however, is to use data forms designed for use with an optical
mark reader (Appendix A). These forms are then transferred by machine to
punched cards or magnetic tape (in formatted card image) for analysis (see
Sample Problem, Fig. 11).

Although PUBLIC will accept many different data formats, a convenient

arrangement is shown in the following example.

Group Description
Identification System The first set of variables in Cols. 1-4

of the data record refers to the survey
number, The second set (Cols. 5-8) in-
cludes a subgroup identifier (such as a
ZIP code). The third set (Cols. 9-12)
is an individual respondent identifier.
The individual respondent identifier may
be blanked out to assure confidential
responses, but this will prevent identi-
fication of those responses as members
of the groups in FACTOR.

Rank Order of Land Uses It is assumed that the investigator is
examining 15 or fewer land uses. Each
land use variable is entered with a
value in the data record. The variables
are the items; the value of this variable
identifies which priority has been indicated.
Two or more blocks of priority rankings
may be included in the data.
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For these data, variables describe the
activity level for each of the alterna-
tive land uses. Each variable represents
one of the alternative land uses and

the values taken by the variables
describe activity levels on a scale of

1 to 5. Activity levels should be
analyzed only by the LEVEL routine.

Activity Levels for Each Land
Use Value

The header block indicates the number of identifier fields (ordinarily 3)
and number of variables; a trailer card (END) is used to indicate the end of
a data set, so a count of observations is not necessary.

For data which concerns levels of use only (routine LEVEL), the width of
each field can be expanded. A typical format for 10 items might allow six
columns for each item beginning in Col. 13.

Ranked data are treated in a special fashion. These data are ordered so
that an entry of 1 indicates first priority and an entry of N indicates last
priority. The entire field should have only one entry for each rank; any

other combination of entries will be rejected.

Data Analysis Sequence

The sequence of analytical steps can actually be in any order, but
normally a sequence should be followed for each data type. For preference

order data, the following procedure is suggested:

TITLE
DATA
KENDAL
ORDER

FACTOR

Sub%%oup 1

Subg%bﬁp 2

Subé&oup 3

Subé('roup 4

Subé%oup 5

KENDAL KENDAL KENDAL KENDAL KENDAL

ORDER ORDER ORDER ORDER ORDER
COMPARE

Suﬁg}oup 1 Subg#Bup 2 Subg%bup 3 Subg¥oup 4 Subgfgﬁp 5

KENDAL KENDAL KENDAL KENDAL KENDAL

ORDFR ORDER ORDEB ORDEF ORDERI

v

STOP
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For activity level data and output level data, only the use of the
LEVEL routine is suggested.

OUTPUT FROM PUBLIC

Output from PUBLIC has been designed for full utilization of the type
of printer or terminal being used. If the carriage width is at least 120
characters (IWIDE is O or blank in Cols. 7-8 of card 2 of the TITLE sequence),
output is complete, and the entire available width is used. When an inter-
active terminal is being used with a carriage width of less than 120 charac-
ters (IWIDE is positive), output is reduced somewhat because of time consider-
ations, and width of tables is adjusted for the narrow carriage width.

The following is a general description of the output from each analysis
or command. Output from each routine is shown following the sample problem in

Sample Problem Output.

TITLE

An alphanumeric title entered after this command appears as part of the

heading for output from any subsequent analyses.

DATA

When full carriage width is available, individual data records input may
be printed out (up to a maximum of 60) if desired, by setting PRDAT=1 in
Cols. 9-10 of card 2 of the DATA sequence. If this option is invoked, entries
in the data records are printed out in an F3.0 format, which is suitable for
all ranked data and for activity level data that does not require an in-
creased field width. This option should not be used where activity level
data requires greater field width. See Sample Problem Output A and K for
output from this option.

Exclusion of Invalid Data

Preceding any analysis which requires ranked data (KENDAL, ORDER, FACTOR,
or COMPARE) input data is checked to insure for each observation that every
variable to be considered in the analysis has been ranked and that each rank
has been used exactly once. If any observation fails to meet these criteria,
it is not used in that analysis, and a list of the excluded data records and
the invalid data sets is printed immediately before the output for the re-

quested analysis. See Sample Problem Output B.
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LEVEL

Output from LEVEL includes a set of descriptive statistics (mean, var-
iance, standard deviation, standard error, skewness, kurtosis, mode, median,
range, maximum and minimum) and a histogram representing the percentage of
responses falling in up to 13 distinct categories. Where the number of
distinct responses exceeds 13, responses are grouped so that only 10 cate~
gories of responses are graphed. Output is shown in Sample Problem Output
G, H, I, and J.

KENDAL

Output from KENDAL includes the number of observations used in the cal-~
culations, the number of variables ranked, and the Kendall concordance
coefficient. When the number of variables (M) is greater than 7, a value
for the chi-square with M-1 degrees of freedom is printed out also. This
value represents the significance of the Kendall concordance coefficient.
When it exceeds the chi-square value found in any chi-square table at a
particular level of significance, the null hypothesis (that the observations
are unrelated) may be rejected at that level of significance. Output is shown

in Sample Problem Output C and M.

ORDER
Output from ORDER is the single priority ranking of the variables
satisfactory to the majority of individuals whose priority rankings compose

the data. Output is shown in Sample Problem Output D.

FACTOR

Output from FACTOR includes the number of cases (valid observations)
considered in the analysis, and the number of variables being analyzed.

Next, the means and standard deviations for the responses to each
variable are printed, followed by the matrix of correlation coefficients
between the variables, and the proportion of eigenvalues or variance extracted
by each unrotated factor. If an interactive terminal is being used for output
and the number of variables exceeds six, means, standard deviations, matrix
of correlation coefficients and proportion of eigenvalues will not be printed.

The rotated factor matrix is then printed out, containing the factor

loadings on each rotated factor for each of the variables. Also, variables
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are given alphabetic identifiers so that they may be located on the subse-
quent plot. (When the number of rotated factors exceeds six, the rotated
factor matrix is omitted from the output for an interactive terminal.)

The variables are then plotted on pairs of axes (corresponding to pairs
of factors) according to their factor loadings for those factors. When two
factors have been rotated, there will be only one graph, with axes repre-~
senting the two factors. When more than two factors have been rotated (i.e.,
when ICON > 2 in Cols. 5-6 of card 2 of the FACTOR card sequence) each dis-
tinct pair of factors appears as a pair of axes on a separate graph. However,
no more than six graphs will be plotted. These will have as axes, respectively:
factor 1 vs. factor 2, factor 1 vs. factor 3, factor 1 vs. factor 4, factor
2 vs. factor 3, factor 2 vs. factor 4, and factor 3 vs. factor 4.

Factor scores for each observation are then printed if this has been
requested (IPRIN=1 or 3 in Cols. 7-8 of card 2 of the FACTOR card sequence),
followed by the average of the factor scores for all observations. The
average is always printed (irrespective of IPRIN) as a check, since it is
known that the average values should be zero for the base data set. If
IPRIN=2 or 3, factor scores and individual identifiers are punched, one
card per observation, in the format (3A4,13F5.2).

Individuals are then sorted into groups according to their factor
scores, i.e., according to their position in the N-dimensional factor space.
The number of groups identified depends on the number of rotated factors. If
N factors are rotated, there are 2N+l groups.

The first group identified consists of individuals closest to the
average, i.e., those whose factor scores are within a certain distance from
zero on all factors. The remaining groups consist of individuals who are
most closely identified with either the positive or negative extremes of
each factor. An individual will be in the positive or negative group for a
particular factor if (i) he is not in the group closest to average, and
(ii) his largest factor score (in absolute value) is on that factor. He
will be in the positive group if that score is positive, and the negative

group if that score is negative.
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In terms of the N-dimensional factor space, the group closest to average
consists of those individuals lying in a cube (or hypercube) about the origin,
while the remaining groups are made up of those individuals falling in the
truncated pyramid (or hyperpyramid) symmetric about the semi-axis correspon-
ding to the factor in question. Fig. 10 shows the location of the five
groups for the two-dimensional case N=2.

For each group identified, the identification fields of tlie members are
printed out (so long as the individual identifier field, i.e., the third
identifier field, has not been blanked out), together with their scores on
the factor with which they have been associated. For the group closest to
average, their diagonal distance from the average position (the origin) is
printed.

This is followed by the Kendall concordance coefficient for the group,
and the single priority ranking (order) most satisfactory to that group.

A plot (or set of plots for more than two factors) of the location of
the individuals in the factor space is then presented, with numbers indica-
ting the number of individuals at each location. Also included in this
plot is the rectangle enclosing the group closest to average.

If the extreme analysis has been requested (EXTOP is O or blank in
Cols. 9-10 of card 2 of the FACTOR sequence), the next output shows those
hypothetical priority rankings which would lead to the most extreme (positive
and negative) factor scores on each factor. A plot (or set of plots) is
then presented indicating where an individual who chose such a ranking would
be located in the factor space.

Output from FACTOR is shown in Sample Problem Output E.

COMPARE

Output from the COMPARE analysis begins with a description of the data
set being anaiyzed, identifying the variables, the data set, the number of
observations, and number of variables used in the analysis. The means and
standard deviations for each variable are printed, followed by factor scores
for eagh observation if this has been requested (IPRIN=1 or 3 in Cols. 7-8 of
card 2 of the COMPARE card sequence). If punched factor scores are requested
(IPRIN=2 or 3), individual identifiers and factor scores are punched, one
card per observation, in the format (3A4,13F5.2).
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Fig. 10. Location of groups of individuals in a two-dimensional factor space.
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Individuals are then sorted into groups based on thelr factor scores
(as in FACTOR) and the results of the KENDAL and ORDER analyses for each
group are printed out. Finally, a plot of the location of the individuals
in the factor space is presented. Output from COMPARE is shown in Sample
Problem Output F and L.

Diagnostics

ANALYSIS REQUESTED FOR DATA ELEMENT "WHICH EXCEEDS TOTAL
NUMBER OF DATA ELEMENTS INPUT ( )e
Check the values of N1 and N2 on card 2 of the indicated command sequence.
These values cannot exceed the number of data elements (NDAT) input in the

DATA sequence.

COMPARATIVE FACTOR ANALYSIS NOT PRECEDED BY PRIMARY ANALYSIS OR DIMENSIONED
DIFFERENTLY.

A request for COMPARE must be preceded by a request for FACTOR. Also the
values of N2-Nl and ICON must agree for both these analyses. Check card 2
of the FACTOR and COMPARE card sequences. The COMPARE request is ignored,

1
and the next command is sought.

DATA ENTRY WITH VALUES OF IGNORED FOR THE FOLLOWING
ANALYSIS.

The indicated data record contains illegal values for ranked data. Each
priority must be used exactly once. This observation will not be used in

the analysis following the diagnostic.

ILLEGAL DATA FOUND. OBSERVATION NO. ___ AND VARIABLE NO. __ .

This diagnostic from the ORDER analysis indicates that invalid values for
ranked data have been input. The ORDER command is ignored and the next

command is sought.

MULTIVARIATE ANALYSIS REQUESTED FOR SINGLE VARIABLE. CHECK COMMAND

AND PARAMETERS 5

Check card 2 of the indicated command sequence for the values of Nl and N2,
which must be the first and last data elements (variables), respectively,
to be used in the analysis requested, and which cannot be equal to each

other.
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NUMBER OF IDENTIFICATION FIELDS EXCEEDS THREE.

The number of identification fields must be < 3. Check card 2 of the DATA
sequence for the value of NID (Cols. 1-2), and adjust variable format card

if necessary.

NUMBER OF ROTATED FACTORS MUST BE LESS THAN NUMBER OF VARIABLES. ROTATION
OF A MAXIMUM OF ____ FACTORS POSSIBLE. FACTOR ANALYSIS CONTINUES WITH ICON
RESET TO .

The input value of ICON is greater than or equal to the number of variables
(N2-N1+1). ICON is reduced accordingly, and factor analysis continues with

the reduced number of rotated factors.

OVERFLOW OF CLASS WITH OBSERVATION « VALUE = .

A maximum of 1250 observations per group will be listed. The indicated

observation will not be listed.

TOTAL NUMBER OF DATA ELEMENTS EXCEEDS 80.

A maximum of 80 data elements (variables) can be read in the DATA sequence
of PUBLIC. Check the value of NDAT in Cols. 3-4 of card 2 of the DATA se-~

quence, and adjust the variable format card (card 3), if necessary.

UNRECOGNIZED COMMAND

A command is misspelled or in the wrong columns. Command words must begin
in Col. 1. If multiple record data input has been used (i.e., if a "/" is
included in the variable format card), check that this has not caused a
command card to be skipped. (See DATA section of Data Input for PUBLIC.)

Program execution stops.

VARIABLES HAVE STANDARD DEVIATIONS OF ZERO. MEANINGFUL FACTOR ANALYSIS
NOT POSSIBLE ON THIS DATA SET.
The number of variables whose standard deviation is not zero must exceed the
number of factors rotated in order for the factor scores to have any significance.
If there are not at least three variables with non-zero standard deviations,

factor analysis is meaningless.
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VARIABLES HAVE STANDARD DEVIATIONS OF ZERO. ROTATION OF A MAXIMUM
OF __ FACTORS POSSIBLE. FACTOR ANALYSIS CONTINUES WITH ICON RESET TO ____ .
Meaningful factor analysis can be performed as long as the number of rotated
factors (ICON) is smaller than the number of variables with non-zero standard
deviations. This diagnostic indicates that the number of factors requested
to be rotated was too large, and that the analysis goes on with the value

of ICON reduced accordingly.
SAMPLE PROBLEM

Data Input for Sample Problem

In the following hypothetical case example, 22 responses were received
to the questionnaire shown as Appendix B. Each response contains two sets
of rankings for each of six land use preference items, as well as a use level
(from "very frequent" to '"never") for each preference item. Figure 11 shows
a questionnaire that has been filled in (a), the coding for the data records
for that set of responses (b), and the variable format card (c) that pre-
cedes all 22 of the data records. In addition, we have five hypothetical
responses to question 1 of the questionnaire from agency personnel which we
wish to compare to the other 22 responses.

Figure 12 shows the coding for the entire data deck for the sample

problem.

Card 1 contains the command TITLE, indicating that the following card con-
tains the problem title.

Card 2 contains the alphanumeric problem title.
Card 3, DATA, denotes that a data set is to follow.

Card 4 contains the parameters of the data set. The entry in Cols. 1-2 in-
dicates that NID=3, i.e., that three 4-character alphanumeric identifier fields
will be used. The entry in Cols. 3-4 indicates that NDAT=18, since there are
18 responses on each questionnaire, yielding 18 data fields. Columns 5-6 are

blank denoting that data to be read from input unit 5 (card reader). The



(a)

(b)

(e)

Fig. 11.
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ANSWER SHEETY

NOTE$ THIS ANSWER SHMEET WILL B8E SCORED wITH AN OPTICAL MARK READER.
FILL IN ONE SPCT PER ROW WITH A SOFT BLACK PENCIL CNLY (NO. 2 OR

NOe. 2 t/72)e FILL IN THE SPOT COMPLETELY. IF YOU CHANGE YOUR

MINO, ERASE CLEANLY.

1o INOICATE YJUR VIEWS OF NATURAL RESOURCE PRIORITIES. “MARK
PRIORITIES FOR ITEMS INOICATING CNLY ONE PRICRITY PER R0W anNO A
DIFFERENT PRIJIRITY FCR EACH ROW,.

PRICRITY

L 2 3 o S 6
RANGE MAYAGEMENT.eecees [ ] 0 0 0 0 0
TIMBER MANAGEMENT.oaaoe a 0 0 [ ] 0 0
OEVELCPED RECREATION<.. 0 0 c [¢] [} 0
SCENIC 3EAUTYeveeveanss [¢] 0 0 0 0 [}
WILDERNESSeeacosacecasns [¢] ] 0 0 0 0
WILOLIFE MANAGEMENT..ee 0 [¢] ] 0 0 [¢]

2. INDICATE YJUR VIEWS CF HOW THE REGIONAL AGENCIES SET PRIORITIES.
MARK ONLY ONE PRIORITY PER ROW AND A DIFFERENT PRIORITY FOR EACH

POW,
PRICRITY

1 2 3 L3 5 -]
RANGE MANAGEMENTeccooss 0 0 0 0 0 [ ]
TIMBER MANAGEMENT eecase 0 0 0 0 [ ] [¢]
OEVELOQOPED RECREATION... 0 [ ] 0 [ o [¢]
SCENIC BEAUTYeeoeecoces 0 [¢] ] 0 o 0
WILOERNESScovocsocsccce [ 0 0 0 o 0
WILOLIFE MANAGEMENT.ses 0 o ¢] ] 0 Q

3. INDICATE YJUR PARTICIPATICN IMN, OR ORGANIZATION MEMSERSHIP ELATEOD
TO, EACH OF THE NATURAL RESOURCE ITEMS., MAKE ONLY ONE MARK PER ROW.

VERY
FREQUENT FREQUENT OCCASIONAL SELOOM NEVER

RANGE MANAGEMENT.ceee [ ] o 0 0

TIMBER MANAGEMENT.cee 0 0 0 0 [

DEVELOPED RECREATION. 0 0 0 0 [}

SCENIC BEAUTY.coeceee [¢] 0 o o) L]

WILDERNESSeeccs soccce 0 [ ] 0 0 0

WILOLIFE MANAGEMENT,, 0 Q [ ] ¢] 9
SURVEY NUMBER SNOL ZIP COOE 8052 (FIRST FOUR DIGITS ONLY)

PLACE THIS ANSWER SHEET IN THE ENCLOSED ENVELOPE AND MAIL.

mensTIal  weTIal FORM NO. 803

/ NOISOS? 1 145623 652314 SILIL3

/ (3, 3%, 6F1.0))

Coding of data records: (a) questionnaire with responses marked;
(b) card image of coded responses; (c) variable format card.



64

wssbizssbrssrstizssstssatssTatizs sy

1. TITLE

2. SNTLE PROBLEM

3. DATA

4. 0318 01

5. (3A4,3(2X,6F1.0))

6. SNO18052 1 145623 652314 51143
7. SN0I8I52 2 629431 354621 131235
8. SNO18O52 3 532146 625341 132511
9. SNOIBODS2 4 G29M31 256431 131225
10. SNOISOS2 5 625341 245316 131224
11. SNO18052 6 625413 254631 131253
12. SNOI80S2 7 365421 e45321 211235
13. SNOI1S052 8 645321 125643 111355
1. SNOISOS2 9 654213 541236 112554
15. SNO18052 10 654132 254316 111545
16. SNO18052 11 654213 523146 111455
17. SNO18X52 12 12345% 643125 533111
18. SNOI&DS2 13 463251 351246 313425
19. SNO180S2 14 654321 24513 111444
20. SNO18052 15 432165 564231 223511
21. SNO18052 16 423561 624315 222215
22, SNO18052 17 245631 S4Z316 411125
23. SNO18052 18 645321 543216 121345
24, SNO18052 19 643125 312456 112512
25. SNOI8052 20 @31245 S421%6 1321
26. SNO18052 21 643125 612453 113551
27. SNO18D52 22 113564 645312 552211
28, END

29. KENDAL

30. (0106

31. (RDER

32. (0106

33. FACTOR

3. 0106 Q1

35. COMPARE

36. 0712 01

37. LEVEL

38. 1315

39. [EVEL

40. 17

41. DATA

52, 0306 01

43. (3M4,2X,6F1.0)

46, MNOIUSFS 1 625341

45. ANOISCS 2 e45231

46. ANOIOSIS 3 463512

47. ANOIFBI 4 629431

4. NOICIA 5 6321

49. END

su. OOMPARE

51, QM6 M

52. KENDAL

53. (0106

s4. STOP

Fig. 12. Coded input data for sample problem.
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zero entry in Cols. 7-8 indicates that the output unit has at least a
120-character field width available for printing. Finally Cols. 9-10 contain
a non-zero entry for PRDAT indicating that we wish to have the input data
printed out.

Card 5 is the variable format card indicating how the data is arranged. 1In
this example, we have three A4 fields for identifiers, followed by three sets
of 6F1.0 fields for the responses, separated by two spaces (2X) (Fig. 12).

Cards 6-27 contain the coded data from the returned questionnaires (see Fig.
12). The first identifier field contains the survey number, the second
contains the first four digits of the ZIP code, and the third contains in-
dividual identifier numbers. Responses to the first two questions are coded
in Cols. 15-20 and 23-28, respectively. Observe that these are coded in

the order: priority ranking of item 1 (range management), priority ranking
of item 2 (timber management), etc., through priority ranking of item 6
(wildlife management). For question 3, the values 5, 4, 3, 2, and 1, res~

pectively, are assigned to the responses ''very frequent,' '"frequent," "occa-

sional," "seldom,"

and "never." Note that in this example, respondent 22
(card 27, Fig. 12) has filled in his questionnaire incorrectly, using priority
1 twice in his answer to question 1. His response to this question will be

omitted from any analysis of ranked data.

Card 28 contains the command END, indicating the end of the individual data

records.

Card 29 contains the command KENDAL indicating that Kendall's concordance
coefficient is to be calculated for the set of rankings indicated on the
following card.

Card 30 indicates what variables are to be used in calculating the Kendall
coefficient. Columns 1-2 contain the beginning element of the data array
(N1=1), and Cols. 3-4 the ending element (N2=6). Thus the Kendall coeffi-
cient will be calculated for variables 1-6, i.e., for the responses to the

first question on the questionnaire (Fig. 11).
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Card 31 contains the command ORDER, indicating that a single priority rarking
is to be found which is satisfactory to the majority of people responding

to the variables indicated on the next card.

Card 32 indicates Nl=1 and N2=6 so that we are dealing with the first six
data elements, i.e., the six responses to the first question on the

questionnaire.

Card 33 contains the command FACTOR, requesting that factor analysis be per-

formed on the variables indicated on the next card.

Card 34 indicates on what data elements the factor analysis is to be performed.
Columns 1-2 have Nl=1 and Cols. 3-4 have N2=6, so that the factor amalysis is
done on the first six data items. Columns 5-6 are blank so that the number of
rotated factors (ICON) is two. Columns 7-8 indicate IPRIN=1l, so that the
factor scores will be printed out for each observation. Columns 9-10 are blank

since the extreme analysis is desired.

Card 35 contains the command COMPARE, indicating that the responses to ‘the
variables listed on the next card are to be compared with those examined in

the factor analysis, and plotted on the same factor axes.

Card 36 indicates N1=7 and N2=12, so that the COMPARE analysis is to be done
on the 7th through the 12th data items (corresponding to the six responses
to the second question on the questionnaire). Thus the perceived priority

rankings are compared to the individuals' own priority rankings.

Card 37 contains the command LEVEL indicating that we wish to have an analysis

done of the use levels for the variables indicated on the next card.

Card 38 shows N1=13 and N2=15 so that the LEVEL analysis is done on the 13th,

l4th and 15th data items (corresponding to ''range management,"'" "

"

timber manage-

ment," and "developed recreation'" in question 3 of the questionnaire).

Card 39 contains the command LEVEL, requesting another use level analysis

for the variable listed on the next card.
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Card 40 shows N1=17 with no entry for N2, so that the LEVEL analysis is done
on the 17th data item only (corresponding to "wilderness'" in question 3 of
the questionnaire).

We have now completed our requests for all the analyses we wished to have
done on the first data set of 22 responses. Further analyses are to be per-
formed on the second data set (the five responses from agency personnel). This

new data set is now read in.

Card 41 contains the DATA command, indicating that a new data set is to
follow.

Card 42 contains the parameters of the new data set. NID=3 (Cols. 1-2) in-
dicating that three alphanumeric identifier fields are used. NDAT=6 (Cols. 3-4),
since there are six data items on each card (corresponding to six answers on

the questionnaire). Columns 5-6 are blank, indicating that input unit 5 is

to be used, since the data is coming from cards. Columns 7-8 are blank since
full carriage width is available. Columns 9-10 contain a 1 indicating that

we wish to have the data printed out.

Card 43 is the variable format card for the new data set.
Cards 44-48 contain the coded responses to the questionnaire.
Card 49, END, denotes the end of this data set.

Card 50, COMPARE, requests that the new data set be compared with the factor
matrix generated from the previous data set (on which factor analysis was

performed).

Card 51 indicates Nl=1 (Cols. 1-2) and N2=6 (Cols. 3-4) so that the COMPARE
analysis will be done on the first six data items of the new data set. Thus

agency responses will be compared to the individuals' responses.

Card 52 contains the command KENDAL requesting that Kendall's concordance

coefficient be calculated for the new data set.
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Card 53 shows Nl=1 and N2=6, denoting that the KENDAL analysis is to be

done on data items 1 through 6 of the new data set.
Card 54, STOP, indicates that no further analyses are to be done.

Sample Problem Output

The following is the complete output from PUBLIC for the example problem
whose data input is shown in Fig. 12,
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DATA SbT 1 (FIKST 60 UuSEKVATluns) FOK
SAHPLL PhupLbrl

oil018052 1 1. 4. 5. 6. 2. 3. 6. 5. 2. 3. 1.
oll18052 2 6. 2. 5. 4. .3, 1. 3. 5. 4. 6. 2.
018052 3 Y¢ 3. 2. 1. 4. L. b, 2. 9. 3. 4.
L0 TLUH2 4 6. 2. 5. 4, 3. 1. 2. H. b. 4. 3.
SNO18052 ) 6. 2. 5. 3. 4. 1, 2. 4. 5. 3. 1.
SH01005¢ [ 6. 2. 5. 4. 1. 3. 2. 5. 4. 6. 3.
su010052 1 3. 6. 5. 4, 2. 1. 6. 4. 5. 3. 2.
SH01oUY2 U 0. 4., 5. 3. 2. 1. 1. 2. 5. .6. 4.
LSu01BLYL2 9 6. 5. 4. 2. 1. 3. 5. 4, 1. 2. 3.
SH018U%2 10 6. 5. 4. 1. 3. 2. 2. 5. 4. 3. 1.
ou018052 11 6. 5. 4. 2. 1. 3. 5. 2. 3. 1. 4.
Su018052 12 1. 2. 3. 4. 5. 6. 6. 4. 3. 1. 2.
51018052 13 4, 6. 3. 2. 5. 1. 3. 5. 1. 2. 4.

SN018052 14 6. 5. 4. 3. 2. 1. 2. 4. 5. 1. 3.
Sk010052 15 4, 3. 2. 1. 6. 5. 5. 6. 4. 2. 3.
Sn018052 16 4, 2. 3. 5. 6. 1. 6. 2. 4. 3. 1.
sSno1b0s%2 17 2. 4. 5. 6. 3. 1. 5. 4. 2. 3. 1.

5010052 18 6. 4. 5. 3. 2. 1. 5, 4, 3. 2. 1.
SHO14052 19 6. 4. 3. 1. 2. 5. 3. 1. 2. 4. 5.
38016052 20 6. 3. 1. 2. 4. 5. 5. 4. 2. 1. 3.
Si016052 21 6. 4. 3. 1. 2. 5. 6. 1. 2. 4. 5.
Sn018052 22 1. 1. 3. 5. 6. 4. 6. 4. 5. 3. 1.

DATA ENTRY SKN010052 2z
WITH VALULS UF 1. 1. 3. 5. 6. 4.
IGHOKRED FUK THE FOLLOWING ANALYSIS

hoWUALL Lunlunbanlh LubbriLiLiy tun
SAlPLE PhubLLl
Fuh VARlapLr 1 ThaOUGh VAKIALLL 6 OF DATA SuT

KUMbER Ur OBSEKRVATIUNS 21
NUusbR OF VARIABLLS 6
hedDALL CUEFFICIENT= .185

DATA uwThl Sw018052 22
wIlh VALULS OF s 153¢ 5. 64 M
IGWURED Fun Gl FOLLOWInu AWALYSIS

URDenh awalloro ruhn
SAnPLL Pnusben
Fur VARIAbLE 1 ThrOUGH VARIABLE 6 OF DATA SET

VAR1AbLLS OKDERED AS FULLOWS

VARIAbLE HAWK
1 6
2 5
3 y
4 3
5 2
b 1

WU ot =t a ) = =t o ot = A

VMmNt DN = ) =t 2 W WW =
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DATA LutruY oWUO1L0%2 22
wlin VaLuenS UF 1. 1. 3. 5. bL. 4.
IGWUKED PUR T rULLUWING AKALYOIS

FACTUK ANALYS1S.....
SAIPLLE PrubLunh
ror VAKlabLb 1 TIHKOUGh VAKIALLE

HO. OF CALLS 21
NU. Ur VARLABLLS 6
VARIABLE NUMLERS
1 2 3

MEANG
4.85714 3.60667 3.85714

STANDAKD LLVIATIUNRS
1.74028 1.35401 1.23635

CUNRLLATION COLFFICIENTS

KUW 1

1.00000 -.02122 r.00996
HUw 2

~-.02122 1.00000 .05974
HUw 3

-.00996 .05974 1.00000
ROw 4

-.57659 -.26220 57914
HOW 5

-.35237 ~-.38139 -.54420
How 6

-.12058 -.20019 -.72136

PRUPORTION OF EIGLBNVALULS
39424 .29652 . 16800

ROTATED FACTOR MATRIX ( 2 FACTORS)

VAKIABLE 1=A
-.17916 . 76447

VAKRIALBLE 2:=b
«11605 . 55855

VAIaBLE  3=u
93434 .16125

VARIABLL U4=D
L76609 ~-.50205

VAKRlALLL 5=Lb
-. 43749 ~-.71020

VAHIAbLE 6=F
-.81259 -.13466

6 OF DATA SuT

2.95238

1.596013

~.57b59
-.26220

57914
1.00000
~.02022
-.48207

.11669

1

3.00000

1.54919

-.35237

-.38139

-.54820

-.02022

1.00000

.15239

.02456

2.66067

1.90613

-.12058
~.20019
-.72136
-.48207

.15239
1.00000

.00000
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FALTUN SLUNRES

LSH018042 1 -1.29% 1.21
oh016092 Z -.T1 L]
5801804 ¢ 3 1.74 .1y
015042 4 =71 1Y
Sn018052 9 -4 .23
LHO1dU52 b -.04 -.25
LSN0160Y2 7 -1.10 -.24
w010V h2 8 - 74 =-.73
Sn018052 9 -.00 -1.30
SNU100%2 10 .26 =1.03
LsnN01bUs%2 1 -.00 -1.30
owllouds2 12 15 2.24
SHO01L052 13 28 -.02
sn018052 14 -.40 =-.90
Su01bus2 15 1.74 .91
SN016052 16 -.10 1.79
Sw018052 17 -1.45 1.14
5018052 18 -.74 «.73
Ss018052 19 1.03 =-.89
SW018052 20 1.72 .19
Bi016052 21 1.03 -.89

AVEHAGE -.00 .00

IDLHTIFICATION OF IWDIVIDUALS WITHIN GROUPS
INDIVIDUALS CLOSEST Tu AVEKAGL

Sn010052 13 .266
Sn018052 5 «509
AVERAGL = .397

Kt.nDALL COWCORDANCE COLFFICIRNT FOK THL AVERAGE GROUP OF
OANPLL PrubLbll

Fuk VARIAuLE 1 ThrOUGH VARIABLLE 6 OF DATA SET 1

NUMBER UF UBSERVATIONS 2
UMb OF VARIALLES 6
KEWDALL COLFFICIENT= .629

ORDER AWALYSIS FOR THb AVERAGE GROUP OF
SAMPLe PhObLEM

FUR VAKIABLE 1 ThnhOUGH VARIABLE 6 OF DATA SET 1
VARIAbLLL ORDERLD AS FULLUWS

VAKIAbLLL RanK
1 6
2 5
3 4
iy 2
5 3
G 1
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GHOUP 1==POSITIVE Qi FACYOK 1

ShOToush2 3 1.740
SHOtToOL2 15 1.740
Su0lolbzs 20 1.720
oulblovh2 21 1.031
Su0100%2 19 1.031
AVERAGE = 1.453

KEWDALL COWCOHRDANCE CULFFICIBNT Fuh GRUUP 1 OF

SAHPLL PrUBLLL
FUK VAnIALLE 1 THhOUGH VARIABLL

WUMBER UF ObLeRVATIONS 5
HUMBLR OF VARIAbLLO 6
AENDALL CULFFICILWT= LTT1

URDER ANALYSIS FOKR GROUP 1 o
SAMPLL PROBLLL
PO VARIAbLE 1 ThROUGH VAKIAbLL

VARIAsLES ORDERED AS FOLLOWS

VARIADLLL KANK
1 6
2 3
3 2
L} 1
5 L}
u 5

GHOUP 2-=heuATIVE Onw FACTOUN 1

Su010052 17 -1.450
50010052 1 -1.254
St010052 7 -1.161
Su01c052 2 -.774
Sn014052 4 ~. 774
8010052 18 -.742
Si01c052 & ~-.742
Sn010052 6 -.643
AVLRAGE = -.942

hEWDALL CONCURDANCE COLFFICIENT FOR GROUP

SAMPLe PRULLEN

FOR VARIALLE 1 THWOUGH VARIABLE 6 OF DATA SET

NUMBEX UF ObBSERVATIONS 8
NUllbeh OF VARIABLES 6
KEWDALL CULFFICIENT= .536

ORDLR ANALYSIS FUR GROUP 2 oF
ShnpLe PHUBLLH
rUr VAKIABLE 1 ThhOUGH VARIALLE

VARIALLES UnbbHReDd AS FOLLUWS

VARIALLL RANK
1 6
2 3
3 5
L} 4
5 2
6 1

6 OF DATA SuT

6 OF DATA SeT

6 OF DATA SET

2 OF

1

1

1

1
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unuby 3==-PULLTLVE U FaLIUW 2

Jledloub2 e g2 30
NTVA ISTVIYP- e K1) 1.700
AVLitAGE = 2.01n

aLiwDALL CUsCulbaNCE CULEFEFLICLIENT FOIt GhULP 3 OF
SArPLL PhuoLbstl
Fule VAKLAbLE 1 YiboUGh VAriABLL 6 OF DATA SeT 1

wUMbEh OF OUbSEKVATIURS 2
wUrBLY Ur VAKklabLbo 4
AEWUALL COLFFICILNT= 486

UHDLR ANALYSIS rul GHOUF 3 or

oANPLL Pruulih

tul VAniapLi 1 TnhUUGh VAKLIAbLe 6 Or DATA SET 1
VARIABLLL URDERED AS FOLLOUWS

VARIAbLL hulK
1

o Ewihn
WO N -

GHOUP Y--NEUGATIVL ON FALLOK 2

Si0lo0bh2 ] -1.290
sShdtdubz 1 -1.290
SLOluUL2 U ~1.033
Su010052 14 -.900

AVieHhAGE = -1.131

welDALL CUnCOnDANCE COULFFICILNT FUK GhuUP 4 oFr
wAPLL PruuLbtl
rUR VAKIAoLE 1 ThrOUGH VARIABLE 6 OF DATA ST 1

WUMBER OF OBSLKVATIONS 4
WUlBLER OF VAKRIAULLS 6
KLNDALL COLFF1CIRENT= .893

UKDt AWALISIS Fun GRUUP 4 or
whllPLe PRucoLbLl
ruit VAKLALLe 1 ThrOUGH VAKIAbLE 6 OF DATA SLT 1

VARIABLES OMDERLD AS FOLLOMWS

VAHIALLE KAMK
1

oV EwWwN
w=nECro
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PULITIVLE eXTnkbk POSLITION (A) ON FACTUK 1

VAHRIABLE RANK

CWUV EWRN =
OV =W =

FACTOR SUUKES FUM ThIs RANKING
1.92 .97
WeGATIVE EXThenk POSITION () ON FACTOR 1

VARIABLE KANK
3
n

VI EWN =
=NV o

FACTOR SCORLS FUR THIS RANKING

-1.63 37

POSITIVE EXTHLML POSITiUN (L) UN FACTGR 2
VAHIABLL RANK

LT EWnN =
ECOWVIWN —

FALTOK SCUKLS FOH ThIS RANKING
.29 2.63
HLUATIVE BATHerlE PUSITIOW (D) Ok FACTUR 2

VARIABLE nAWK
6

LT EWN =
w =N =

FACTOR SCUHES FOx THIS KHANKAING

-.00 -1.30
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CUHPAKE ANALYS1S.....

ShLPLE PRULLLN
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FUK VAnIABLe 7 THROUGH VAKIAbLE 12 OF DATA SET 1

NO. OF Chorws 22
WU. OF VARIABLES 6
VARIABLE NUMBLHKS
7

HiANS
4.181862 3.72727

STANDARD DLLVIATIONLS
1.76302 1.42032

FACTOR SCOKES
SN01b8052 1 .01
58016052 2 -1.23
sWN010052 3 -.45
SN018052 4 -1.38
Sk018052 5 -.15
Sn018052 6 -1.16
uN018052 7 - 74
5n018052 6 -.96
5N016052 9 1.7
Sk015052 10 .13
SH018052 11 1.45
58018052 12 1.03
5010052 13 1.69
5016052 14 .49
58016052 15 -.21
Sn018052 16 .24
SK016052 17 + 95
Sn010052 14 .84
ShN016052 19 1.19
51016052 20 1.59
Sw018052 21 .80
LSn010052 22 -.68
AVLKRAGE .26

9 10 1 12
3.50000 3.00000 2.59091 4.,00000

1.47196 1.54303 1.36832 2.20389

-.92
47
.23
43
.19
.98
-.73
2.17 *
-.02
.01

-.89
.50
.26

-.84

-.33

-.38

-.65

2.04

-.29

1.19

-.95

.13
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IVLWTIFICATION OF INDIVIDUALS WITHIN GHOUPS
INVDIVIDUALS CLOSEST Tu AVLRAGE

SNO180%52 10U 134
SNO1L0Y2 H .233
50018092 16 o7
SN0160U%2 3 .509
Sw018052 14 «557

AVLHAGL = .3686

KENDALL CONCURDANCE CULFFICIENT FOR ThHE AVERAGE GROUP OF
SAnPLE PHUBLEM
FUR Varlaple 7 TuhQUGh VARIABLL 12 OF DATA SET 1

NUEILER OF ObSERVATIONRS 5
WUMBLK OF VARIABLLS 6
ALNDALL CORFFICIENT= .342

ORDEN ANALYSIS FOR THLE AVERAGE GRUUP OF
oAltPLE PHUBLEN
FUk VARIAbLE 7 ThROUGH VARIABLE 12 OF DATA SET 1

VARIABLES ORDLRED AS FOLLOWS

VARIABLE RANK
7 5
8 3
9 4 :
10 2
11 1
12 6

Group 1-=POSITIVE UN FACTOR 1

81018052 9 1.705
SN016052 13 1.690
Si016052 20 1.595
SH010052 11 1.453
SH010052 12 1.031
SN018052 17 950
SN018052 18 .839
AVERAGE = 1.323

KENDALL CONCORDANCE COLFFICIENT FOR GROUP 1 OF
SAHPLE PRUBLER
FUR VAKHIASLE 7 ThROUGH VARIABLE 12 OF DATA SET 1

NUMBER UF ObSERVATIONS 7
NUMbER OF VARIALLES 6
KENDALL CObLFFICIENT= .767

ONUER ANALYSIS Fun GROUP 1 OF
whlPLE PRUDLLLEE
rot VAKLALLE 7 TukUUGH VARIABLE 12 OF DATA SET 1

VAK1ADLLS OMDLEULED AL FULLUWS

VARlabLey HANK
7 5
8 4
9 e
10 1
pAN 3
12 6
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GRUUY 2==htUALLIVE U4 FALLIUR 1

S010Ube L} -1.303
Suoluube 2 -1.22d
SNO1005e 6 -1,163
Sn01bus2 7 -.The

AVLRAGE = -1.129

ALRDALL CUWCUKDANCE CULFFICIENT FOH GROUP -2 OF
OAMPLL PRULLEM
FUh VARIABLE 7 ThitOUGH VARIABLE 12 OF DATA SLT 1

NUMbLK OF OBSLRKVATIONS 4
WUHBER OF VARIALLLS 6
AeWDALL COLFFICIENT= .656

OnDER ANALYSIS FOk GhuUp 2 OF
SAHPLE PRULLEM
Fun VARIAbBLL 7 THROUGH VARIABLE 12 OF DATA SET 1

VAhIAbLES OKDERED AS FOLLOWS

VARIABLE RAKK
3
5

KEB oo~
- o

GUROUP 3--POSITIVE ON FACTUR 2

SHO16052 8 2.173
Ss01b052 19 2.035
Su018052 21 1.189
AVERAGE = 1.799

KEWDALL COuCOhuANCE COLFFICILNT FOK GROUP 3 OF
ShlPLL PROBLEN
FUR VARIAbLE 7 ThhOUGH VARIABLE 12 OF DATA SET 1

NUMBLR OF OBSLKVATIONS 3
WUMBER OF VARIABLLS 6
RENDALL COLFFICIEKT= U454

UnLER ANALYSIS Fuk GROUP 3 OF

wAriPLE PRULLLL

rur VAK1ASLE 7 ThnoUGH VARIABLE 12 OF DATA SLT 1
VARIABLLS OKDRHED AS FOLLOWS

VARIAULLL HARK

KES oo~
sV =w
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GRUUP 4--NEGATIVE ON FAUCTOR 2

SNo1b0%2 22 -.953
Swo14052 1 -.923
Su018052 15 -.840
AVLRAGE = -.905

AENDALL CUNCORDANCE CURFFICIENT FOR GROUP 4 OF
SAMPLEL PHUBLLK
rUR VAHRIAbLE 7 ThrROUGH VARIABLE 12 OF DATA SET 1

NUNBER OF OLSERVATIONS 3
NUMBLK OF VARIABLLS 6
KRENDALL CObBFFICIENT= .708

OnDER ANWALYSIS FOK GROUP 4 OF
SAMPLL PHOBLEN
FUR VAKIAbLL 7 THROUGH VARIABLE 12 OF DATA SET 1

VARIAbLLS ORDERED AS FOLLOWS

VARIAbLE RaiK
¢ 6
8 5
9 4
10 3
11 1
12 2
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LEVEL AwALYSLS FOR
SAMPLE PRULLLL
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Fun Tk 13T VAKIALLE OF DATA Su7

HEAN

VARIAKCL

STANDAKD DLVIATIONW
STANDARD ERKOKR
SKLWHLSS

KURTOSIS

HOVE

MLDIARN

RANGE

HINIMUM

MAXIMUM

(PLKCENTAGES RLPRESENTED ABOVE THk INDIVIDUAL BAKS)

I 63.6

1.00%\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

13.
2. 00NN

I 4.5
3.00I\\\

I 4.5
B.00IN\\\

I 13.6
5.00 I\ VMV

LEVEL ANALYSIS FOh
SAlPLe PrubLbu

1.91
2.18
1.48
.31
10.71
-2.76
1.00

PO ThHr 14T VARIAbLE UF DATA SET

MeAl

VARIANCE

STARDAnD DEVIATION

STANDAKD ERROR
SKEWNESS
KUKTOSIS

HODE

HEDIAK

RANGE

HINIMUM

MAXItIUK

(PLHCENTAGES hEPHESENTED ABOVE THE INDIVIDUAL BARS)

1 50.0

7000230 1TV A
I

13.06
2+ 00NN
I 31.8

3e00THATALILLA LRV

1 4.5
5.00I\\\\\

1.95
1.28
1.13
.24
15.62
-8.60

1

1



LEVEL AWKLYSIS FOR
SArPLE PlluuLbn
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rul Cue 19TH VAKIAbLe OF LATA SLT

AN

VARIANCE
STANDARD DEVIATION
STANDARD bHKUK
SKEWNESS
KUHTOSIS

[FL6)37

LEDIAL

HANGE

XNIFUH
HAXIHUH

1.73
.87
.94
.20

17.45

-11.70

1.00
1.00
3.00
1.00
4.00

(PLRCENTAGES KiPRESENTED ABOVE Tni INDIVIDUAL BARS)

I 54.5
To00IATILLLATAITEAITAATATEAERETEREDAEL AL L ARV
I7:22.7
200NV
I 18.2
3.00I\\\E\\\\\\\\\\\\\\\\
I .5

4.00I\\\\\
s LeVEL ANALYSIS FOR

SAaWPLL PROLLLsI
FOK Thik 17TH VARIABLE OF DATA StT 1

HeAN 2.86
VARIANCE 2.50
STANDARD DLVIATIOHN 1.58
STANDARD EKHOK .34
SKEWNESS 16.16
KURTOSIS -11.89
110bk 1.00
MEDIAN 3.00
RANGE 4.00
HINIMUEH 1.00
MAXIMUY 5.00

(PLHCENTAGLS RLPRESENTED ALOVE Thh IND1VIDUAL BAKS)

1. DOTAN S TALLALEL LA LA LA AL T AL 1T LA LA AL A S LA A AR A
2.0073A S84 11111111 11111 1111111111 LA AL AL LA AR

3. 00TV LI LA AN AN
u.ooi\\lsii\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

5. 0TAN LA T LA VI LA LEALAA AL AEALAARA AL A VAL SAL AR AR AL AN
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K, DATA SET 2 (FINST 60 OLSERVATIUNS) FOR
SANPLE PRUBLEH

ANOTUSES 1 6. 2. 5. 3. 4. 1.
AWO15CH e 6. 4. 5. 2. 3. 1.
ANO10L IS 3 4. 0. 3. 5. 1. 2.
AnO1FDLI 4 6. 2. 5. 4, 3. 1.
ANO1CILA 5 6. 5. 4. 3. 2. 1.

L. CUMPAKE ANALYSIS.....
SAMPLE PHOBLEMN ,
FUK VARIABLE 1 THROUGH VARIAbLL 6 OF DATA SkT 2
NU. OF CASES 5
NU. OF VARIABLES 6 *
VARIALLE NUMBLKS
1
HEANS
5.60000 3.80000 4.40000 3.40000 2.60000 1.20000

STANDARD DLVIATIONS
.B9443 1.78885 .89443 1.14018 1.14018 44721

FACTOR SCORES

ANOQ1USFS 1 - 45 .23
AHOQ1SCS 2 -.42 =-.69
ANO10SIS 3 -.62 =~-.37
ANO1FBI y =77 .19
ARO1CIA 5 -.46 -.90

AVEKAGE -.54 ~.31

IDLNTIFICATION Or INDIVIDUALS WITH1N GKOUPS

INDIVIDUALS CLUSEST TO AVEKAGE

ANOTULES 1 .509



GHUUP 1==PUOLLTIVE UH VACTOH 1

GROUP 2==NLUATIVE On FACTON 1

ANOTFULL L] ~-.774
ANQ10SIS 3 -.017
AVERAGE = -.690

86

KENDALL CUNCUKRDALCL CULFFICIENT FOR GROUUP 2 OF

SAMPLE PHOLLEN
FOM VARIApLE 1 THROUGH VARIASLE

WUMbLR OF ObSERVATIONS 2
NUrlbeR OF VARIABLES 6
KeENDALL COLFFICILhT= 571

URDER ANALYSIS FUK GRUUP 2 OF
SAMPLL PrOBLEH
FOR VARIALLE 1 ThROUGH VARIALLE

VARIABLES OhLEKLD AS FULLOWS

VARIABLE RANK
1 6
2 5
3 4
4 3
5 1
6 2

GRQUP 3-~PUSITIVE UN FACTOn 2

GROUP 4--NEGATIVE Ol FACTOk 2

AwO1CIA 5 -.900
ANO1SC3 2 -.691
AVEKAGE = -.795

6 OF DATA SET 2

6 OF DATA SET 2

KENDALL CUNCOKDANCE COLFFICILNT FUR GHOUP 4 OF

SAMPLE PHUbLEL
FUR VARIAbBLE 1 THROUGH VARIABLE

WUMbER OF ObSERVATIUNS 2
WUMBLR Or VARIABLES ' 6
KENDALL CURFFICIENT= .943

URDLK ANALYSIS FOKk GRUUP 4 or
SAHPLE PRULLLH

FUR VAKRIALLE 1 ThnOGUGH VARIALLE
VARIABLES ORDLRED AL FOLLOWS

VARIABLL KANK

CWMEWN =
PEYE S W, |

6 OF DATA SET 2

6 OF DATA SET 2
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FACTUR 1 IS ONH THbk X-AXIS AND FACTUR 2 IS ON THe Y-AXIS

HUHbLERS KLPRESENT WUMubR OF INDIVIDUALS AT EACH POINT

AeWDALL CUMCUKRDANCE CORFFICILNT KUk

ShiiPLt PRUGLL

Fun VAHLALLeE 1 ThHKUUGH VARIABLE 6 OF DATA SET 2
WUMbER OF OuSesVATIONS 5

NUMUBLR OF VAn1ABLED 0

hbWDALL COEFFICLENT= 2053
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APPENDIX A

Sample Questionnaire for Optical Mark Reader



NOTE
FILL
NO.

MIND

1. I

() =) (=

ANSWER SHEET

G ) wm) @ G ) @ (- e @) @ @) e -

$ THIS ANSWER SHEET WILL BE SCORED WITH AN OPTICAL MARK READER.
IN ONE SPOT PER ROW WITH A SOFT BLACK PENCIL ONLY (NO.

2 1/72). FILL IN THE SPOT COMPLETELY.

» ERASE CLEANLY.

2 OR

IF YOU CHANGE YOUR

NDICATE YOUR VIEWS OF NATURAL RESOURCE PRIORITIES. MARK
PRIORITIES FOR ITEMS INDICATING ONLY ONE PRIORITY PER ROW AND A
DIFFERENT PRIORITY FOR EACH ROW.

RANGE MANAGEMENTeeeccee
TIMBER MANAGEMENTecceee
DEVELOPED RECREATIONese.
SCENIC BEAUTYeeeoccecas
HILDERNESS.............
WILOLIFE MANAGEMENTceeo

[oNeNoNoNeNoll g

oO0CooooOomnN

PRICGRITY
3 4
0] 0
0 0
o 0
0 0
0 0
0 0

oOoooocoown
leNoNoNoNoNel.)

2. INDICATE YOUR VIEWS OF HOW THE REGICNAL AGENCIES SET PRIORITIES.
MARK ONLY ONE PRIORITY PER ROW AND A DIFFERENT PRIORITY FOR EACH

ROWe

RANGE MANAGEMENTecevcee
TIMBER MANAGEMENTeecvoes
DEVELOPED RECREATIONese
SCENIC BEAUTY...‘......
NILDERNESS...‘.'...Q...
WILDLIFE MANAGEMENTeeee

(oMo NeoNoNolol J

3« INDICATE YOUR PARTICIPATION IN,

T0,

RANGE
TIMBE
DEVEL
SCENI
WILDE
WILOL

SURV

OCOOO0COON

OR ORGANIZATION MEMBERSHIP RELATED

PRIGRITY
3 4
0 0
0 0
0 0
0 0
0 0
0 0

EACH OF THE NATURAL RESOURCE ITEMS.

VERY

FREQUENT FREQUENT

MANAGEMENTeece e
R MANAGEMENTceee
OPED RECREATION.
c BEAUTYC. o0 o0 0 @
RNESS..... seseo 00
IFE MANAGEMENT..

000000

EY NUMBER SNO1

000000

Oo0OO0OCcoow
oo0o0coooo

MAKE ONLY ONE MARK PER ROWe.

OCCASIONAL SELDOM

QO0O0O0O0O0

000000

PLACE THIS ANSWER SHEET IN THE ENCLOSED ENVELOPE AND MAIL.

1BM H57141 HETI42

NEVER

0O0000O0

ZIP CODE 8052 (FIRST FOUR DIGITS ONLY)

FORM NO. 803

(o)

o
Y
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APPENDIX B

RANSAM Program Listing



cceecececeeccceeceececceecccecececccececcececceececccceeccLccecreccecceecceccceecceccececececee

O0OO0ONOOODOODNONOOO0O0O00ODODDNDODOOOO0OO0

OOOOOODDOO0ODOOO0DODOOODOOO0

XX XX
XX XX
XXXX
XXXXXXXAXX
XXXXXXXXXX
XXXX
XX XX
XX XX

XXXXXXXXX
XXXXXXXXXX

XXXAXXRXXX
XXXXXXXAX
XX XX

XX XX

XX XX
XX XX
XX XX

XX AX
XX XX
XAXX
XXXXXXXXXX
XXXXXXXAXX
XXXX
XX XX
XX XX

XX XX
XX XX
XXXX
XXXXXXXXXX
XXXXXXXXXX
XX XX
XX XX
XX XX

XXXXXXXX
XXXXXXXXXX
XX XX
XX XX
XX XX
XXXXXXXXXX
XXXXXXXXXX
XX XX
XX XX
XX XX
XX XX
XX XX

XX XX
XX XX
XXXX
AXXXXXXX XXX
XXXXXXXXXX
XXXX
XX XX
XX XX

94

XX XX
XX XX
XXX X
XXXXXXXXXX
XXXXXXXXXX
XXXX
XX XX
XX XX

XX XX
XXX XX

XX XXX

XX XX
XX XX
XXXX
XXXXXXXXXX
XXXXRXXXXXX
XXXX
XX XX
XX XX

XX XA
AX XX
KX XX
XXXXXXXXAR
XXXXXXXXAXK
XX XX
X XX
XA XA

XAXXXXXX
XXAXXXXXXX
XX
XX
XX
XXAXXXX XX

XAKXXX XXX

AX

XX

XX

XXXXXXXXAX
XXXXXXXA

XX XA
XX XX
XXXX
XXXXXXXXAR
XXXXXXXXAX
XX XX
XX XX
XX XX

THIS PROGRAM WAS WRITTEN BY DONALD Ao

PURPOSE =

XX XX
XX XX
XX XX
XXXXXXXXXX
XXXXXXXXXX
XX XX
XX XX
XX XX

XXXXX XXX
XXXXXXXXXX
xx XX
XX XX
XX XX
XXXXXXXXXX
XXXXXXXXXX
XX XX
XX XX
XX XX
XX XX
XX XX

XX XX
XX XX
XX XX
XXXXXXXXXX
XXXXXXX XXX
XX XX
XX XX
XX XX

JAMESON,

VRRVBDEDBBOROBRBRLDEPRRRRCOOBRNOBRORRNOROY

222 TR IR TE RS2 LA 2R 022X - 2-2- 3" % -3

PROGRAM UNITS-
(CONTROL DATA UTILITY FUNCTION)

RANF IS A RANDOM NUMBER GENFRATOR WHICH RETURNS VALUES
UNIFURMLY DISTRIRUTED OVER THE INTFRVAL BEIWEFN ZERO AND CNEos

INCLUDING ZERO BUT NOT INCLUDING ONE.

(MAIN PROGRAM)

A DUMMY WHICH ENDS UP BEING IGNORED.

- RANSAM
= PANF

VRDVROBRVRBVRBEBOLRODOORVIRORRBVRROUERROT

VARIABLE DEFINITIONS=

INDX

10UT
IR

X X XX
XX XX
XXXX
AXXXXXX XXX
AXXXXXXXXX
XXX X
XX XX
XX XX

AX XX
AXX XXX
AXXX  XXXX
WX OXXXX XX
aX o XX XX
wX XX
"X XX
KX XX
wX XX
KX XX
KX XX
AX XX

XX XX
XX XX
XXXX
AXXXXXXXXX
XKXXXXXXXXX
XXXX
XX XX
XX XX

cccceeeceeccceececceeeccceececcceeccceccececccceececcceecceccececeeccceeeccceeecceeeccceccec

’

TO SELECT RANDOM ORSERVATIONS FROM A STANDARD
3 COLUMN 100 ROW TELEPHONE BOOK,

THE ARGUMENT IS JUST

INTEGER ARRAY CONTAINING ALL 60U CELLS OF A FACING

PAGE,

= INTEGER AKRAY CONTAINIMG SELECTEDL CELLS. )
= INTEGER VARIABLEF CONTAINING A RANDOM VALUE 1-100.

OO0 ODNDOOOOIOHNDO

(2 X2 ¥eX2XsXsXeXsXa e XaXsXeReXeXe 2 Rs iz R Na iz e Re Na o NaXoNe N Ne Ne NeNel



00000 NONONO0OODD0OOO0ONONNONNONN0NN000NN0NNNONONOOODOHOOO

c
c

95

JA e INTEGER VARIABLF CONTATINING STARTING COLUMN,
USUALLY 19 BUT & FOR PAGF 1,
JB = INTEGER VARIABLE CONTAINING FNDING COLUMN,s USUALLY 6

BUT 3 FOR THE LAST PAGF 1F EVFN.

KOUNT « INTEGER ARRAY CONTAINING NUMRFR UF NRSERVATIONS
PER COLUMN,

MAX = INTEGER VARIABLF CONTAINTING MAXIMUM NUMRFR OF
OBSERVATIONS IN A COLUMN,

NADD = INTEGER VARIABLF CONTAINING THE VALHNE FOR ADNDITION
OF ONE PAGE AT FIRST AND END OF b0O0OK,

NFP = INTEGER VARIABLF CONTAINING NUMBER OF FACING PaAGFS.

NP = INTEGER VARIBLF CONTAINING NUMBER OF ENDING PAGE,

NPG « INTEGER COUNTER FOR PAGE NUMRFRS,

NS = INTFGER VARIABLE CONTAINTNG NUMBER OF ORSERVATIONS.

NSPF = INTEGER VARIABLE CONTATNING NUMBER OF OBSFRVATIONS
PER FACING PAGE,

NT = INTEGER VARIABLF CONTAINTNG NFP®Z TO CHECK FOR EVEN/
0OND PAGES.

N2 = INTEGER VARIABLE CONTAINING NUMBER OF STARTING PAGE,

R = REAL VARIABLE CONTAINING A RANDUM VALUF 0=1,0.

TITLE = INTEGER ARRAY CONTAINING A 42 CHARACTER ALPHANUMERIC

TITLE,.

POVDHVODVBRBERBIBABVODEORRB SOOI CHRGGID OB

PROGRAM FILES=- TAPES REFERENCED RY THE VARIARLE (READU)
IS EQUIVALENCED TO THWE INPUT FILFs IN THIS CASE THE CARD
READER, TAPE6 REFERENCED BRY THF VARIABLE (WRITEU) IS
EQUIVALENCED TO THE OUTPUT FILEs IN THIS CASE THE LINE PRINTER,
THESE VARIABLES ARE INITIALIZED IN A DATA STATEMENT,

LY X222 4222002 2-8-2-272- 0 -3 -3
FORMAT OF DATA ENTRIES-

CARD ] = VARIOUS DATA ITEMS IN THF FOLLOWING COLUMNS=
1=S = VALUE FOR NUMBFR OF STARTING PAGE RIGH!
JUSTIFIED IN THE FIELD., FORMAT (IS), =NZ=-
6=10 = VALUE FOR NUMRFR UF ENDING PAGE RIGHT
JUSTIFIED IN THE FIELD, FORMAT (IS), =NP=
11=15 = VALUE FOR NUMBFR OF ORSERVATIONS RIGHT .
JUSTIFIED IN THE FIELD, FORMAT (IS), <=NS=
16=77 = PROBLEM DESCRIPTION, FUKMAT (31A2). =TITLE=
CARD 2 = BLANK CARD FOR PHROGRAM STUP SIGNAL,

VOBORDBROVORVVRBDODRBRBENERIRROGORLBRODOY

REMARKS= ALL CODING WITHIN THIS PRUOURAM HAS BEEN
CONFURMED TO STANDARD ANSI FORTRAN EXCEPT THE FOLLOWING ITFMS,
THE PROGRAM CARD WHICH IS A PART OF CDC SCUPE 3.3 OPERATING
SYSTEMy, AND CDC UTILITY FUNCTION. THE FUNCTION (RANF) IS
REFEKENCED IN THE PROGRAM (RANSAM) LINE 46,

INTEGER Io IKs INDX(100+6)s TOUT(100¢k)e IRy Js JAs JBy K¢ KCOL
INTEGER KOUNT (6) 9 Le MAXy NADDs NFPy NPes NPGY NS¢ NSPFe NTs NWe N2
INTEGER READUs TITLE(31)e wRITEHU

REAL R

DATA READU/S/¢ WRITEU/6/+¢COL/3HCOL/ o UMN/ 3HUMN/
101 READ (READUs117) NZoNPoNSe (TITLE(L) sL=1031)

IF (NP) 10341035102
102 IF (NS) 10341034104

2 X2 X2 Xe X2 e Xs XXz Xa ke XaXsXaNeXa Xz Xs X X2 s X Xa s XaXs XsXs XeXs X X2 XsKs N Xs Ne XsNaia ez e Ao o Ne Re RaRa Neo e Ny

c€ccceececcceceeeeeceeccececceceeccecceecceeccccececccecceecccececrcecececceeccececececccceccececeece

RNSAM0O01
RNSAMQOOZ2
RNSAMDO03
RNSAMQ04
RNS£MONS
RNSAMNO6
RNSamM007
RNSAMO0A
RNSAMO009
RNSAMO10
RNSAMNI



[s X2 XeXe

(g XX 9]

o000

OO0

103

los

105
106

107

108

109

112

113

96

WRITE (WRITEU.118) RNSAMO12
sTOP RNSAMD]3
RNSAMO1 6

e o o o CALCULATE NUMBER OF FACING PAGES AND NUMRER OF RNSAMO1S
OBSERVATIONS PER FACING PAGE. RNSAMO16
RNSAMO17

NFP= (NP=NZ2s1)/2 RMSAMO1R
NT=NP/2 RNSAMN19
NX=NZ/2 PNSAMOR0
NX=NXe2 RNSAMO02]
NW=NP=NZe+] RNSAMN2?2
NT=NT#2 RNSAM023
IF (NT<EQ.NP) NFP=NFPe] RNSAM0N24
NADD= (NS/NW) /NW RNSAMNZ2S
NSPF = (NSeNFP=1)/NFP RNSAM026
IF (NTebQ NP, ORNX NE.NZ) NSPF=NSPFeNADD RNSAM027
WRITE (WRITEU»116) (TITLE(L) eL=1¢31) oNZsNPosNSINSPF RNSAMN2R
IF (NSPF¢GT,300) GO TO 105 RNSAMNZ2G
IF (NSPF.LT.1) GO TO 106 RNSAMO030
GO TO 1u?7 ’ RNSAMN3]
WRITE (WRITEUs119) RNSAM0O32
GO T0 101} RNSAMN33
WRITE (WRITEU.120) RNSAM034
GO TO 101 RNSAMO03S
RNSAM0O36

e o o o CLFAR ARRAYS, RNSAM037
RNSAMNA3R

DO 108 I=1,100 RNSAM039
DO 108 J=1,6 RNSAMO040
INDX(I9J) =0 RNSAMOG]
I0UT(1,J)=0 RNSAMOG2
CONTINUE RNSAMO43
RNSAMO44

e o o o SELECT ROW NUMBER BY COLUMN, RNSAMO04S
RNSAMN4E

DO 115 NPG=NX¢NTs2 RNSAM04T
DO 111 K=14NSPF RNSAM0O4SB
R=RANF (1,0) RNSAM049
IR=R*600,0+]1,0 RNSAMOSO

Jzle (IR=1)/100 RNSAM0OS5]
I2IR=(J=1)2100 ' RNSAMOS?

IF (INDX(1eJ)) 11091104109 - RNSAM(S3
INDX(1oJ)=] RNSAM0OS4
CONTINUE RNSAM0SS

i RNSAMNSE

e o o o WRITE SELECTED ROW NUMBERS. RNSAMNOSY
RNSAMOS8

MAX=0 RNSAM059

DO 113 u=1y96 RNSAM060
KOUNT (J) =0 RNSAMO61

DO 113 1=1+100 RNSAMNG62

If (INDX(IeJ)) 113¢113s112 RNSAMO063

KOUNT (J) =KOUNT (J) ¢ 1 RNSAMON64

1F (KOUNT(J) ¢GT.MAX) MAX=KOUNT (J) RNSAM06S
IK=KOUNT (J) RNSAMO66
TOUT(IKeJ) =INDX(1eJ) RNSAMNDGT

INDX (IeJ)=0 RNSAM068
CONTINUE RNSAMN69

DO 114 1=]¢MAX RNSAMO70
Jaz]) RNSAMODT1

IF (NXeNENZoANDeNPG.EQ.NX) JAs4 RNSAMOT2

JB=g RNSAM073

IF (NPG.GENToANDoNT.EQ,NP) JR=7 RNSAMNT4

IF (16€EQel)) WRITE (WRITEUS121) NPGs (COLIUMNKCOL s KCOL=JA s JBR)RNSAMNTS

WRITE (WRITEUel22) (I0UT(TeJ)eJd=Ja,JuB) RNSAMO76

00 115 [=] MAX RNSAMO77



2Xs2g]

97

D0 115 Js],6 RNSAMOTA
I0UT (1) =0 RNSAMOT79

115 CONTINUE RNSAMNRO
WRITE (WRITEU,123) RNSAMDAR]

GO 10 101 RNSaM(082
RNSAMOR3

e o s o o o FORMATS USED IN THIS PROGRAM, RNSAMORG
RNSAMNBS

116 FORMAT (1H]1931A2791H o 13HSTARTING PAGFelGXeI1Z2e/e1H +11HENDING PAGRNSAMO8A
1E917Xe112/1H +23HNUMBER OF ORSFRVATIOMS 412X9I5/1H ¢33HNUMHER OF SRNSAMOB7

2AMPLES PER FACING PAGE17) RNSAMOBS
117 FORMAT (315+,3142) RNSAMN8G
118 FORMAT (1HNe35H BLAMK CARD INDICATFS PROGRAM STOP ) RNSAM090
119 FORMAT (I1H0¢52H NUMBER OF SAMPLES GREATER THAN ONF-=HALF OF ENTRIESRNSAM091Y
1 9/1H0¢28H SUGGEST 100 PERCENT SAMPLE ) RNSAMNG2
120 FORMAT (1H0+49H NUMBER OF SAMPLES LESS THAN UNE PER DNUBLF PAGE ¢/RNSAM0NS3
11H0¢35H SUGGEST RANDOM SELECTION OF PAGES ) RNSAM094
121 FORMAT (1HO09//1H0413H PAGE NUMBER +1S/1H0¢3X96(4X4A3983:12)) RNSAM09S
122 FORMAT (1M +6112) RNSAMO96
123 FORMAT (1MOe/1HO) RNSAM097
RNSAM0O98

END RNSAM099
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APPENDIX C

PUBLIC Program Listing



100

PROGRAM PUBLIC PUBLCCO1
TCINPUT,OUTPUT 4 TAPET o TAPE2 yTAPE3S,TAPEL,TAPESZINPUT, PUBLCO02
2TAPES=OUTPUT yTAPE7 3y TAPEB s TAPE9 yPUNCH o TAPET1C=PUNCH) pUBLCCOD

c PUBLCCO4
ceceececececcecceccceccccceccceccccccccecccecccccccccecccccceccccccceccccecccccccccccccccccccccc

XX XX XX XX XX XX XX XX XX XX XX XX
XX XX XX XX XX XX XX XX XX XX XX XX
XXX xXxXxx XXXX XX XX AXXX XXX
XXXXXXXXXX  XXXXXAXNAXAX  XXAXXAXXAXN XXAXXXXXAXN XAXXXXXXXN  XXXAXXXXNXX
XXXXXAXAXN  XXAAXAXAXXXNN XXXXXAXNXAN XAAXXXXXXAX XXAXXXXXXANX  XAXAXXXXXX
XXXX XXXX XXXX XXxXx XXXX XXXX
XX XX XX XX XX XX XX xx XX XX XX XX
XX XX XX XX XX XX XX XX XX XX XX XX
XXXXXXXXX XX XX XXXXXXXXX XX XXXXXXXXXX XXXXXXXX
XXXXXXXXAX XX XX XXXAAXXXXAXX XX XXXXXXXXXX  XXXXXXXXXX
XX XX XX XX XX XX XX XX XX XX

XX XX XX XX XX XX XX XX XX
XX XX XX XX XX XX XX XX XX
XXXXXXXXXX XX XX XXXXNXXXXXX XX XX XX
XXXXAXXXXX XX XX XXXXAXXXXX XX XX XX
XX XX XX XX XX xx XX XX
XX XX XX xx XX xx XX XX
XX XX XX xx XX XX XX XX XX
XX XXXXXXXXXX  AXXXXXXXAN  XXXXXXAXXN  XAXAXXAAXX  XAXAXXXXXX
XX XXXXXXXX XXXXXAXXX XAAAXXXAXX  XXXXXXXXNXX XXAXXXXX
XX XX XX XX XX XX XX XX XX XX XX XX
XX XX XX XX XX XX XX XX XX xXx XX XX
XXX XXXX XXXXx XX XX XXXX XX XX
XXXXXXXXXX  XXAXNXXXAX AXXXXXXANX XXXAXXXXXXX XXRAAXXAANN XXXXXXNXXXX
XXXXXAXXXX  AXXXXXXXXN  XXXXXXXXNX  XAXAXXAAXX  XAXXAAXAXX XAXXXXXXXX
xXxxx XXXX XXXX XX XX XXXX XXXX
XX XX XX XX XX XX XX xx XX XX XX XX
XX XX XX XX XX XX xXx XX XX XX

XX XX

cccecccceccecccccccecccccccecccceccccccccccccccccccceccccecccccccccccccccccccecccecccccccce

THIS PROGRAM WAS DEVELOPED BY SEVERAL PEOPLE OVER A PERIOD
OF THREE YEARS, AND IN ADDITION INCORPORATES VARIATIONS OF
PROGRAMS FROM UCLA BIOMEDICAL DIVISION STATISTICAL ROUTINES
(BMD) AND IBM SCIENTIFIC SUBROUTINE PACKAGE (SSP) AND
STATISTICAL PACKAGE FOR THE SOCIAL SCIENCES (SPSS). THE
STATISTICAL PACKAGE (LEVEL) WAS ADAPTED BY R« Do CHILD,
PAMELA CASE, AND LINDA ROLLIN. KENDALLJIS CONCORDANCE
CUEFFICIENT (XKENDAL) WAS DEVELOPED BY R. Do CHILD AND
FOLLOWS THE FORMULA FOR KENDALL]S W. THE SINGLE PREFERENCE
ORDER FROM RANK DATA (ORDER) WAS SUGGESTED BY PAMELA CASE,
AND PROGRAMMED BY D. A. JAMESONe THE FACTOR ANALYSIS
ANALYSIS SUBROUTINES WERE ADAPTED FROM THE BMD PACKAGE WITH
PLOTTING AND GROUPING ROUTINES DEVELOPED BY R. Do CHILD
ANKD Do Ao JAMESON, AND WITH THE EXTREME ANALYSIS ROUTINE
DEVELOPED BY LINDA ROLLIN.

i 22222222 2222222222222 2222202222 2]

s N N NaNaka s N Na e e Ra oo RaRa e e Ka e Ka K Na N e Xa e Na ke R N a Ra e Ra N a e Ka Ra N e Nala N Na N o N N Na N e Mo e e i o N o Wal
e e R e e N N N e N o Ko X e o e e Xa R a e Ko R e Ko Ko e o Na e Na Ko Ko Na R a N a Na Ra N N o N N o N Na N o Na N o N a N o N o N o Na o ol e Mo le Na



OO AMNAMONPNARNOAAMAOAOANONAMRONMNNARNAAANAANANOONOAONONANAANANNNOOONANONA

101

PURPOSE- TO ANALYZE DATA COLLECTED ON PUBLIC OPINIONS.
THE DATA CAN BE RANKED (I.E. VARIABLES CAN TAKE VALUES ONE
THROUGH N INTEGERS, WHERE N IS THE NUMBER OF VARIABLES) OR
UNRANKED (I.E. VARIABLES CAN HAVE THE VALUE OF ANY REAL
NUMBER)e ANALYSES INCLUDE (1) BASIC STATISTICAL ANALYSES SUCHW
AS MEAN, STANDARD DEVIATIONS, KUROSIS, AND SKEWNESS# (2)
KENDALLIS CONCORDANCE COEFFICIENTH# (3) PREFERENCE ORDERINGH AND
(4) FACTOR ANALYSIS. THESE ROUTINES PROVIDE ANALYSES OF
OPINION DATA IN A FORMAT USEFUL FOR MANAGERIAL ACTION.

1222222222222 X232 2222022222222 R2 R4 2]

PROGRAM UNITS- (MAIN PROGRAM) - PUBLIC
(SUBPROGRAM) ~ BLOCK DATA
(SUBROUTINES) - CORRE, DATCK, EIGEN, EXTRM, FACTOR, FSCOR
GROUP, GRUPN, HIST, KENDAL, LEVEL, LOAD
MATINV, ORDER, PLOT, SORT, SORT1, SYMB, VARNMX
(INTRINSIC ANSI FUNCTIONS) - ABS, FLOAT, IFIX, INT
(EXTERNAL ANSI FUNCTIONS) - SQRT
ABS FINDS THE ABSOLUTE VALUE OF A REAL ARGUMENT.
FLOAT IS A CONVERSION PROCESS GIVEN AN INTEGER ARGUMENT
TO A REAL VARIABLE.
IFIX IS A CONVERSION PROCESS GIVEN A REAL ARGUMENT TO
AN INTEGER VARIABLE WITH TRUNCATION.
INT IS A FUNCTION THAT TRUNCATES THE VALUE OF A REAL
VARIABLE TO BECOME AN INTEGER VARIABLE.
SQRT CALCULATES THE SQUARE ROUT OF ITS REAL ARGURENT.

ARARANARARNRARARRAARRARAAAREA AR AN DA RRARRRA SRS

VARIABLE DEFINITIONS- SOME VARIABLES IN THE SUBROUTINES
(EIGEN, MATINV, AND VARMX) ARE NOT DEFINED OTHERWISE ALL
VARIABLES EXCEPT SUBSCRIPTS ARE DEFINED BELOW.

A ~ REAL ARRAY CONTAINING THE FACTOR MATRIX TO BE ROTATED
IN THE SUBROUTINE (VARMX).
A = REAL ARRAY CONTAINING THE RESULTANT EIGENVALUES

DEVELOPED ON THE DIAGONAL IN DESCENDING ORDER IN THE
3 SUBROUTINE (EIGEN).
A -~ REAL MATRIX CONTAINING THE SQUARE MATRIX TO BE
INVERTED IN THE SUBROUTINE (MATINV).

ANORM - REAL VARIABLE CONTAINING THE INITIAL NORM.

ANRMX ~ REAL VARIABLE CONTAINING THE FINAL NORM,

AVEFSC - REAL ARRAY CONTAINING AN AVERAGE VALUE OF FACTOR
SCORES FOR EACH ROTATED FACTOR.

AVG - REAL VARIABLE CONTAINING THE AVERAGE VALUE FOR THE
FACTOR SCORES IN A PARTICULAR GROUP.

B = REAL ARRAY CONTAINING THE ORIGINAL COMMUNALITIES IN
THE SUBROUTINE (FACTOR).

8 = REAL ARRAY CONTAINING THE SUM OF OBSERVATIONS IN THE
SUBROUTINE (CORRE).

C -~ REAL ARRAY CONTAINING THE SIZE OF THE CENTRAL CUBE,
DEPENDING ON THE NUMBER OF ROTATED FACTORS IN THE
SUBROUTINES (GROUP, AND PLOT) AND SUBPROGRAM
(BLOCK DATA).

C = REAL MATRIX CONTAINING ROTATED FACTOR LOADINGS IN
SUBROUTINE (EXTRM),

C = REAL MATRIX CONTAINING THE FACTOR MATRIX FOR FACTOR
ANALYSIS DATA AND SECONDLY RAW SCORE WEIGHTS IN THE
SUBROUTINE (FSCOR).

CATEGS -~ REAL ARRAY CONTAINING THE PERCENTAGES OF FREQUENCY

; FOR THE UNIQUE VALUES OCCURRING IN THE DATA SET.

CCNTRL =~ INTEGER VARIABLE CONTAINING A CARRIAGE CONTROL VALUE
FOR EITHER PRINTING AT THE START OF A NEW PAGE (1) OR
DOUBLE SPACE FROM™ PREVIOUS PRINTING LINE (0).

CENT = REAL VARIABLE CONTAINING THE SIZE OF THE CENTRAL CUBE
FOR GROUPING PROCESS.

CHISQ = REAL VARIABLE CONTAINING THE STATISTICAL VALUE FOR

CHI-SQUARE.

ﬂﬁﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂ



lﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂﬂﬂﬁﬁﬂﬁHﬁﬁﬁﬁﬂﬂﬂﬁﬁﬂﬂﬁﬂﬂﬂﬂnﬁﬁﬂﬂﬂﬂﬁﬁﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬁﬂﬂﬂﬂﬂ

CORECTY

[

DATA
DATCNT

DUM

EP

EXTOP

FC
FMAX

FMT
Fin

H
IALPHA

ICCN

I10.

10D

IDF

IERR

IFAC
IFIRST
IFLAG

162

IND
INUM
1084
IPRIN
IRANK
ISMKNT

ISORT

102

REAL VARIABLE CONTAINING CHECK VALUE FOR DATA VALUES
INPUT INTO THE PROGRARM.

REAL ARRAY CONTAINING THE DATA VALUES READ FROM THE
DISK OR TAPE FOR FACTOR ANALYSIS DATA IN THE
SUBROUTINE (CORRE).

REAL ARRAY CONTAINING THE STORAGE FOR OUTPUT VALUES
AND SECONDLY, THE DIFFERENCES FOR COMMUNALITIES 1IN
THE SUBROUTINES (FACTOR AND VARMX).

REAL MATRIX CONTAINING THE FACTOR MATRIX WITH SQUARED
VALUES IN THE SUBROUTINE (FSCOR).

REAL ARRAY CONTAINING STORAGE PLACE FOR DATA VALUES.
INTEGER VARIABLE CONTAINING THE DATA SET NUMBER
CURRENTLY BEING PROCESSED.

INTEGER VARIABLE CONTAINING TEMPORARY STORAGE FOR
THE NUMBER OF VARIABLES.

REAL VARIABLE CONTAINING EXPONENT USED FOR
CALCULATING SIZE OF CENTRAL CUBE IF NUMBER OF ROTATED
FACTORS IS GREATER THAN NINE.

INTEGER VARIABLE CONTAINING THE OPTION FOR EXTRENME
ANALYSIS AS PART OF FACTOR ANALYSIS.

REAL ARRAY CONTAINING THE FINAL COMMUNALITIES IN THE
SUBROUTINE (VARMX).

REAL MATRIX CONTAINING FACTOR SCORE COEFFICIENTS.
REAL MATRIX CONTAINING THE ROTATED FACTOR LOADINGS.
REAL VARIABLE CONTAINING CURRENT MAXIMUM VALUE OF
FACTOR LOADINGS ON EACH FACTOR.

INTEGER ARRAY CONTAINING THE VARIABLE FORMAT.

A REAL VARIABLE CONTAINING THE NUMBER OF
OBSERVATIONS FOR FACTOR ANALYSIS DATA.

REAL ARRAY CONTAINING THE ORIGINAL COMMUNALITIES.
INTEGER ARRAY CONTAINING THE ALPHABETIC SYMBOLS
REPRESENTING VARIABLES.

INTEGER VARIABLE CONTAINING THE NUMBER OF FACTORS TO
BE ROTATED.

INTEGER ARRAY CONTAINING THE THREE IDENTIFICATION
FIELDS FOR EITHER EACH OBSERVATION IN ALL
SUBROUTINES EXCEPT (GRUPN) OR EACH SET OF FACTOR
SCORES IN THE SUBROUTINE (GRUPN).

INTEGER ARRAY CONTAINING THE IDENTIFICATION FIELDS
FOR EACH OBSERVATIONS DATA VALUES IN THE SUBROUTINE
(GRUPN) .

INTEGER VARIABLE CONTAINING THE STATISTICAL VALUE FOR
THE DEGREES OF FREEDOM.

INTEGER VARIABLE CONTAINING A FLAG FOR BAD DATA NOT
BEING PUT ONTO THE INPUT DISK FQR EACH ANALYSIS
EXCEPT LEVEL.

INTEGER VARIABLE CONTAINING A ONE IN VALUE FOR
COMPARISON ANALYSIS AND A ZERO FOR OTHER ANALYSES.
INTEGER VARIABLE USED TO DETERMINE WHETHER POSITIVE
OR NEGATIVE AXIS IS BEING ANALYZED.

INTEGER VARIABLE CONTAININGE A FLAG TO INDICATE THAT
BARS IN HISTOGRAM REPRESENT A RANGE OF VALUES.
INTEGER VARIABLE CONTAININGE THE VALUE USED TO
DETERMINE WHETHER THE CURRENT DOMINANT VECTOR IS
POSITIVE OR NEGATIVE.

INTEGER VARIABLE CONTAINING THE INDICATOR FOR ANY
OFF-DIAGONAL ELEMENTS GREATER THAN THRESHOLD.
INTEGER ARRAY CONTAINING ALPHABETIC CHARACTERS

FOR THE HEADING PRINTING FOR LEVEL ANALYSIS.

INTEGER VARIABLE CONTAINING A FLAG TO SHOW OBJECTION
TO CURRENT RANKING (1), OTHERWISE (0),

INTEGER VARIARLE CONTAINING THE FLAG VALUE FOR
PRINTING AND/OR PUNCHING FACTOR SCORES OR NOT.
INTEGER ARRAY CONTAINING THE CURRENT RANKINGS FROM
THE ORDER ANALYSIS DATA.

INTEGER VARIABLE CONTAINING THE SUM OF THE NUMBER OF
OBSERVATIONS FOR EACH DISTINCT DATA VALUE.

INTEGER VARIABLE CONTAINING A VALUE FOR DIRECTINGE THE
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ISTORE

I5YM

170P
IWIDE
IWORD
IXTR™
JFLAG
JGRP
JH
JHIGH
JL

JLOW

KD
KENCC
KF
KHIGH

KK

KKD
KKF
KKG
XLOW

KOUNT

KOUNT

KOUNT

KREF

KURTOS
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SORTING PROCESS FOR ASCENDING ORDER (1) OR DESCENDING
ORDER (0).

INTEGER VARIABLE CONTAINING A GROUP NUMBER FOR EACH
OBSERVATION WITHIN THE GROUPING PROCESS OF FACTOR AND
COMPARE ANALYSES.

INTEGER VARIABLE CONTAINING THE NUMBERS WHICH
REPRESENT THE TIMES A CERTAIN POINT ON THE PLOT IS
BEING REFERENCED.

INTEGER VARIABLE CONTAINING THE LARGEST VALUE FOR THE

NUMBER OF OBSERVATIONS FOR EACH DISTINCT DATA VALUE. .

INTEGER VARIABLE CONTAINING THE VALUE ONE IF OUTPUT
FILE HAS LESS THAN 120 CHARACTERS FOR A CARRIAGE
WIDTH AND A VALUE OF ZERO, OTHERWISE.

INTEGER VARIABLE CONTAINING THE INPUT COMMAND WORDS.
INTEGER ARRAY CONTAINING EXTREME RANKINGS.

INTEGER VARIABLE CONTAINING THE POSITION OF A DATA
ITEM IN THE RANKINGS ARRAY (IRANK).

INTEGER VARIABLE CONTAINING THE GROUP NUMBER
CURRENTLY BEING PROCESSED.

INTEGER VARIABLE CONTAINING THE CURRENT HIGHEST
UNASSIGNED RANK.

INTEGER VARIABLE CONTAINING THE POSITION OF THE
HIGHEST UNASSIGNED VALUE IN THE ORDER ANALYSIS DATA,
INTEGER VARIABLE CONTAINING THE CURRENT LOWEST
UNASSIGNED RANK.

INTEGER VARIABLE CONTAINING THE POSITION OF THE
LOWEST UNASSIGNED VALUE IN THE ORDER ANALYSIS DATA.
INTEGER VARIABLE CONTAINING THE NUMBER OF DISTINCT
VALUES FOR THE DATA IN THE SUBROUTINE (LEVEL).
INTEGER VARIABLE CONTAINING THE NUMBER OF FACTORS
ROTATED IN THE SUBROUTINES (LOAD AND VARMX),
INTEGER VARIABLE CONTAINING THE NUMBER OF VALUES TO
BE SORTED IN THE SUBROUTINE (SORT1).

INTEGER VARIABLE CONTAINING THE TRUNCATED VALUE OF
THE VARIABLE (PCT) IN THE SUBROUTINE (HIST).
INTEGER MATRIX CONTAINING THE THREE IDENTIFICATION
FIELDS FOR EACH SET OF FACTOR SCORES.

REAL VARIABLE CONTAINING THE STATISTICAL VALUE FOR
THE KENDALL]IS W COEFFICIENT OF CONCORDANCE.

INTEGER VARIABLE CONTAINING THE CURRENT TYPE OF PLOT
REQUESTED»

INTEGER VARIABLE CONTAINING THE DATA VALUE WITH THE
HIGHEST NUMERICAL VALUE OF THE ORDER ANALYSIS DATA.
INTEGER VARIABLE CONTAINING TEMPORARY STORAGE FOR THE
NUMBER OF OBSERVATIONS OF WHOSE VALUES ARE BEING
SORTED.

INTEGER VARIABLE CONTAINING THE FIRST OF THREE
IDENTIFICATION FIELDS FOR THE FACTOR SCORES.
INTEGER VARIABLE CONTAINING THE SECOND OF THREE
IDENTIFICATION FIELDS FOR THE FACTOR SCORES.
INTEGER VARIABLE CONTAINING THE THIRD OF THREE
IDENTIFICATION FIELDS FOR THE FACTOR SCORES.
INTEGER VARIABLE CONTAINING THE DATA VALUE WITH THE
LOWEST NUMERICAL VALUE OF THE ORDER ANALYSIS DATA.
INTEGER ARRAY CONTAINING THE NUMBER OF OBSERVATIONS
FOR EACH DISTINCT DATA VALUE IN THE SUBROUTINES
(LEVEL AND SORT1).

INTEGER ARRAY CONTAINING THE NUMBER OF OBSERVATIONS
IN EACH OF THE GROUPS IN THE SUBROUTINE (GROUP).
INTEGER VARIABLE CONTAINING FLAG WITH PURPOSE OF
PLOTTING ONLY FOUR POINTS FOR THE PLOT OF

EXTREME DATA VALUES IN THE SUBROUTINE (PLOT).
INTEGER VARIABLE CONTAINING TEMPORARY STORAGE OF THE
VARIABLE (ICON) DURING FACTOR ANALYSIS.

REAL VARIABLE CONTAINING THE STATISTICAL VALUE FOR
KURTOSIS.
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INTEGER VARIABLE CONTAINING THE NUMBER OF PLOTTING
SYMBOLS .

INTEGER VARIABLE CONTAINING PLOTTING CHARACTERS AND
COMMAND WORDS FOR COMPARISON WITH INPUT COMMAND
WORDS .

INTEGER VARIABLE CONTAINING THE DISK NUMBER THAT IS
USED TO TRANSFER THE APPROPRIATE DATA VALUES IN THE
ORDERING PROCESS.

INTEGER VARIABLE CONTAINING THE DISK NUMBER THAT IS
USED TO TRANSFER THE APPROPRIATE DATA VALUES IN THE
ORDERING PROCESS.

INTEGER VARIABLE CONTAINING THE TEMPORARY STORAGE OF
DISK NUMBERS USED FOR SWITCHING DISKS IN READING AND
WRITING OF ORDER ANALYSIS DATA.

IMTEGER VARIABLE CONTAINING THE DISK NUMBER

FOR WRITING PARTICULAR DATA FOR A CERTAIN ANALYSIS.
INTEGER VARIABLE CONTAINING A TAPE OR DISK NUMBER

WITH ORIGINAL DATA FOR BUILDING MASTER DATA FILE (LU).

INTEGER VARIABLE CONTAINING THE NUMBER OF VARIABLES
FOR EACH ANALYSIS.

INTEGER VARIABLE CONTAINING THE ORDER OF THE SQUARE
MATRIX IN THE SUBROUTINE (MATINV).

INTEGER VARIABLE CONTAINING THE DATA VALUE NWITH THE
¥AJORITY USE WITHIN THE DATA VALUES OF ORDER ANALYSIS
DATA.

INTEGER ARRAY CONTAINING THE NUMBER OF OBSERVATIONS
WITH HIGHEST UNASSIGNED VALUES IN THE ORDER ANALYSIS
DATA.

REAL VARIASLE CONTAINING THE MAXIMUM VALUE FOR THE
DATA VALUES.

INTEGER VARIABLE CONTAINING THE MIDPOINT OF THE
NUMBER OF OBSERVATIONS.

INTEGER VARIABLE CONTAINING FLAG WITH THE PURPOSE OF
PLOTTING MIDDLE BORDER AT DIFFERENT DIAMETERS.

REAL VARIABLE CCNTAINING THE MEAN VALUE FOR THE DATA
VALUES.

REAL VARIABLE CONTAINING THE MEDIAN VALUE FOR THE
DATA VALUES.

INTEGER ARRAY CONTAINING THE NUMBER OF OBSERVATIONS
WITH LOWEST UNASSIGNED VALUES IN THE ORDER ANALYSIS
DATA.

REAL VARIABLE CONTAINING THE MINIMUM VALUE FOR THE
DATA VALUES.

INTEGER VARIABLE CONTAINING THE MAXIMUM NUMBER OF
DIMENSIONS PLOTTED.

REAL VARIABLE CONTAINING THE MODE VALUE FOR THE DATA
VALUES.

INTEGER VARIABLE CONTAINING THE NUMBER OF FACTOR AXES
PLOTTED IF NOT GREATER THAN FOUR.

INTEGER VARIAELE CONTAINING A TEMPORARY STORAGE FOR
THE NUMBER OF VARIABLES DURING FACTOR ANALYSIS.
INTEGER VARIABLE CONTAINING THE NUNBER OF FACTORS
ROTATED IN THE SUBROUTINES (EXTRM AND FSCOR).
INTEGER VARIABLE CONTAINING THE NUMBER OF
OBSERVATIONS FOR FACTOR ANALYSIS DATA IN THE
SUBROUTINE (CORRE)y, OR FOR EACH GROUP IN THE
SUBRROUTINE (GROUP), OR FOR SORTING IN THE SUBROUTINE
(SORT),

INTEGER VARIABLE CONTAINING THE NUMBER OF POINTS TO
BE PLOTTED DURING THE CURRENT CALL TO THE SUBROUTINE
(PLOT) .

INTEGER VARIABLE CONTAINING THE NUMBER OF VARIABLES
IN THE SUBROUTINE (EIGEN).

INTEGER VARIABLE CONTAINING A COUNTER FOR THE NUMBER
OF OBSERVATIONS WITHIN EACH GROUP,

INTEGER VARIABLE CONTAINING THE NUPBER OF ROTATED
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FACTORS »

INTEGER VARIABLE CONTAINING THE TOTAL NUMBER OF
VARIABLES ON THE MASTER DATA FILE (LU).

INTEGER VARIABLE CONTAINING THE TOTAL NUMBER OF
GROUPS WHICH EQUALS THE NUMBER OF ROTATED FACTORS
TIMES TWO PLUS ONE.

INTEGER VARIABLE CONTAINING A CERTAIN FACTOR NUMBER
DURING QUTPUT GENERATION WITHIN THE GROUPING OF
FACTOR SCORESe.

INTEGER VARIABLE CONTAINING A VALUE OF ZERO FOR ALL
ANALYSES OTHER THAN COMPARE ANALYSIS. IT 1S FOR THE
PURPOSE OF CHECKING FOR A FACTOR ANALYSIS, ALWAYS TO
PRECEDE A COMPARE ANALYSIS.

INTEGER VARIABLE CONTAINING THE NUMBER OF IDENTIFIER
FIELDS IN ORIGINAL DATA. THIS CANNOT BE GREATER THAN
3.

INTEGER VARIABLE CONTAINING A VALUE OF ZERO IF
DOMINANT VECTOR IS POSITIVE OR A VALUE OF ONE IF THE
DOMINANT VECTOR IS NEGATIVE IN THE SUBROUTINE
INTEGER VARIABLE CONTAINING A FLAG FOR DETERMINING
WHETHER FIRST TIME THROUGH THE GROUPING PROCESS OF
FACTOR AND COMPARE ANALYSES OR NOT.

INTEGER VARIABLE CONTAINING THE MAXIMUM NUMBER OF
POINTS PLOTTED DURING THE CURRENT CALL TO THE
SUBROUTINE (PLQT).

INTEGER VARIABLE CONTAINING THE NUMBER OF VALID
OBSERVATIONS FOR EACH ANALYSIS.

INTEGER VARIABLE CONTAINING THE NUMBER OF
OBSERVATIONS USED IN CALCULATING FACTOR SCORES IN THE
SUBROUTINE (FSCOR), OR USED IN GROUPING OF FACTOR
SCORES IN THE SUBROUTINE (GRUPN), OR USED IN THE
ORDERING ANALYS1S OF SUBROUTINE (ORDER).

INTEGER VARIABLE CONTAINING THE NUMBER OF
OBSERVATIONS WHOSE STANDARD DEVIATIONS ARE EQUAL TO
ZERO.

INTEGER VARIABLE CONTAINING THE NUMBER OF CATEGORIES
OR BARS IN THE HISTOGRAHN.

INTEGER VARIABLE CONTAINING A COUNTER FOR THE NUMBER
OF OBSERVATIONS SO A LIMIT OF THE FIRST SIXTY
OBSERVATIONS WILL B8E PRINTED 1IF THAT OPTION IS
INVOKED.

INTEGER CONTAINING THE NUMBER OF OBSERVATIONS WITHIN
EACH GROUP FOR THE KENDAL AND ORDER ANALYSIS ON
GROUPED DATA.

INTEGER VARIABLE CONTAINING THE NUMBER OF
OBSERVATIONS TO BE READ FROM DISK AT VARIOUS STAGES
OF THE ORDERING PROCESS.

INTEGER VARIABLE CONTAINING THE TOTAL NUMBER OF
OBSERVATIONS FOR A DATA SET.

INTEGER VARIABLE CONTAINING A COUNTER FOR THE NUMBER
OF OBJECTIONS TO CURRENT RANKINGS IN THE ORDERING
INTEGER VARIABLE CONTAINING THE FIRST VARIABLE FOR

A PARTICULAR ANALYSIS.

INTEGER VARIABLE CONTAINING THE LAST VARIABLE FOR

A PARTICULAR ANALYSIS.,

INTEGER VARIABLE CONTAINING THE VARIABLE NUMBER FOR
QUTPUT PURPOSES.

REAL VARIABLE CONTAINING THE WIDTH OF AN INDIVIDUAL
BAR IN THE HISTOGRAM BEFORE TRUNCATION.

INTEGER VARIABLE CONTAINING A FLAG FOR READING DATA
FOR PLOTTING IN TWO DIFFERENT FORMATS.

INTEGER ARRAY CONTAINING THE TITLE FOR EACH ANALYSES.
INTEGER VARIABLE CONTAINING THE OPTION FOR PRINTING
THE FIRST SIXTY DATA VALUES.

REAL ARRAY CONTAINING CORRELATION COEFFICIENTS

AND SECONDLY, EIGENVALUES IN THE SUBROUTINE (FACTOR),
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RANGE

RANVAL
REVERS
R X

S

SAVE

SD
SKEW

sa
STAR
STO
STODEV
STDERR

SUM

SUMFSC
SUMMAT
SumMse
SUMXS
SuUMXS2
SUMXS3
SUMXS4
T

THR
TOLR
T0TOBS
UPLIM

v

]

]
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REAL ARRAY CONTAINING THE CORRELATION COEFFICIENTS
FOR FACTOR ANALYSIS DATA IN THE SUBROUTINE (CORRE).
REAL ARRAY CONTAINING THE EIGENVALUES IN THE DIAGONAL
AND ARRANGED IN DESCENDING ORDER IN THE SUBROUTINE
(LOAD) .

REAL ARRAY CONTAINING THE EIGENVECTORS STORED
COLUMNWISE IN THE SAME SEQUENCE AS EIGENVALUES IN
THE SUBROUTINE (EIGEN).

REAL VARIABLE CONTAINING THE RANGE FOR THE DATA
VALUES «

REAL ARRAY CONTAINING THE RANGE OF VALUES TO BE
PLOTTED AS INDIVIDUAL BARS IN THE HISTOGRAM,

REAL VARIABLE CONTAINING RANKINGS, REVERSED SO THAT
HIGHEST PRIORITY ITEMS RECEIVE LARGEST SCORE.

REAL ARRAY CONTAINING THE SUM OF CROSS-PRODUCTS OF
DEVIATIONS FROM MEANS FOR FACTOR ANALYSIS DATA.

REAL ARRAY CONTAINING THE STANDARD DEVIATIONS AND
SECONDLY, ROWS OF THE ROTATED FACTOR MATRIX FOR
FACTOR ANALYSIS DATA.

REAL VARIABLE CONTAINING A TEMPORARY STORAGE OF A
DATA ELEMENT BEING SORTED.

REAL ARRAY CONTAINING THE STANDARD DEVIATIONS.

REAL VARIABLE CONTAINING THE SKEWNESS VALUE FOR THE
DATA VALUES.

REAL VARIABLE CONTAINING THE SQUARE ROOT FOR EACH OF
THE EIGENVALUES.

INTEGER VARIABLE CONTAINING THE ALPHANUMERIC SYMBOL
USED TO CONSTRUCT THE BARS OF THE HISTOGRAM,

REAL ARRAY CONTAINING THE STANDARD DEVIATIONS

FOR FACTOR ANALYSIS DATA.

REAL VARIABLE CONTAINING THE STANDARD DEVIATION
VALUE FOR THE DATA VALUES.

REAL VARIABLE CONTAINING THE STANDARD ERROR VALUE FOR
THE DATA VALUES.,

REAL VARIABLE CONTAINING THE SUM OF VARIABLES USED TO
COMPARE WITH THE VALUE OF CORECT IN THE SUBROUTINE
(DATCK), OR THE SUM OF FACTOR SCORES IN EACH GROUP IN
THE SUBROUTINE (SORT).

REAL ARRAY CONTAINING A SUM VALUE OF FACTOR SCORES
FOR EACH ROTATED FACTOR.

REAL ARRAY CONTAINING THE SUMMATION VALUES FOR EACH
VARIABLE.

REAL VARIABLE CONTAINING THE SUM OF SQUARES OF
DEVIATION FOR DATA VALUES.

REAL VARIABLE CONTAINING THE SUM VALUE FOR THE DATA
VALUES .

REAL VARIABLE CONTAINING THE SUM OF THE SQUARES VALUE
FOR THE DATA VALUES.

REAL VARIABLE CONTAINING THE SUM OF THE CUBES VALUE
FOR THE DATA VALUES.

REAL VARIABLE CONTAINING THE SUM OF THE DATA VALUES
TO THE FOURTH POWER FOR THE DATA VALUES.

REAL ARRAY CONTAINING THE FINAL COMMUNALITIES.

REAL VARIABLE CONTAINING THE THRESHOLD.

REAL VARIABLE CONTAINING THE TOLERANCE VALUE WITHIN
WHICH TWO DATA VALUES ARE CONSIDERED EQUAL.

REAL VARIABLE CONTAINING THE NUMBER OF OBSERVATIONS
IN THE LEVEL ANALYSIS DATA.

REAL VARIABLE CONTAINING THE CURRENT LOWER LIMIT FOR
RANGE OF VALUES IN THE BARS OF THE HISTOGRAM,.

REAL ARRAY CONTAINING THE EIGENVECTORS COLUMNWISE
UPON ENTERING THE SUBROUTINE (LOAD) BUT UPON RETURN
THE ARRAY CONTAINS THE FACTOR MATRIX.

REAL ARRAY CONTAINING THE SUM OF CROSS-PRODUCTS OF
DEVIATIONS FROM MEANS AND SECONDLY, THE FACTOR MATRIX
IN THE SUBROUTINE (FACTOR),
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v = REAL ARRAY CONTAINING THE FACTOR SCORES FOR EACH
ROTATED FACTOR IN THE SUBROUTINES (EXTRM, FSCOR
AND GRUPN).

VALUS - REAL ARRAY CONTAINING EITHER DISTINCT DATA VALUES IN
THE SUBROUTINES (LEVEL AND SORT1), OR DIVIDED TO
CONTAIN ALL DATA VALUES AND IDENTIFICATION FIELDS
FOR GROUPING IN FACTOR ANALYSIS.

VAR - REAL VARIABLE CONTAINING THE VARIANCE VALUE FOR THE
DATA VALUES.

L] = REAL ARRAY CONTAINING THE MEANS FOR EACH VARIABLE OF
THE FACTOR AND COMPARE ANALYSES DATA.

X = REAL ARRAY CONTAINING THE DATA VALUES USED TO

CALCULATE FACTOR SCORES IN THE SUBROUTINE (FSCOR)IAH OR
DATA VALUES TO BE PLOTTED IN THE SUBROUTINE (PLOT)®
OR DATA VALUES TO BE SORTED IN THE SUBROUTINE (SORT).

X = REAL ARRAY CONTAINING THE DISTANCE OF AN OBSERVATION
FROM THE AVERAGE FOR THE CENTRAL CUBE VALUES OR
OTHERWISE THE APPROPRIATE FACTOR SCORE FOR A CERTAIN
FACTOR IN THE SUPBROUTINE (GRUPN).

X - REAL ARRAY CONTAINING THE FACTOR SCORES FOR EACH
FACTOR ROTATED IN THE SUBROUTINE (GROUP).

XBAR - REAL ARRAY CONTAINING THE MEANS FOR FACTOR ANALYSIS
DATA.

XINCMT <~ REAL VARIABLE CONTAINING THE SIZE OF THE RANGE OF

DATA IN EACH CATEGORY AFTER THE NUMBER OF CATEGORIES
1S REDUCED TO TEN.

XK =~ REAL VARIABLE CONTAINING THE NUMBER OF OBSERVATIONS
FOR EACH DISTINCT DATA VALUE.

XMAX - REAL VARIABLE CONTAINING THE MAXIMUM PERCENTAGE OF
FREQUENCY FOR THE UNIQUE VALUES OCCURRING IN THE DATA
SET.

XMEAN = REAL VARIABLE CONTAINING THE MEAN VALUE USED TO

CALCULATE THE KEMDALLIS W COEFFICIENT OF CONCORDANCE.

XNUM = REAL ARRAY CONTAINING THE NUMERICAL VALUES FOR THE
HORIZONTAL LEGEND OF THE X-AXIS.

XTRM = REAL ARRAY CONTAINING REVERSED VALUES OF EXTREME
RANKINGS »

XX - INTEGER MATRIX CONTAINING THE WHOLE PLOT INCLUDING
LEGENDS, BORDERS, AND PLOTTED ITEMS IN THE SUBROUTINE
(PLOT) &

XX -~ INTEGER VARIABLE CONTAINING THE TEMPORARY STORAGE OF
A DATA VALUE DURING SORTING IN THE SUBROUTINE (SORT).

XXN = INTEGER ARRAY CONTAINING THE NUMERICAL VALUES FOR THE
VERTICAL LEGEND OF THE Y-AXIS.

Y -~ REAL ARRAY CONTAINING THE STANDARD DEVIATIONS FOR
FACTOR ANALYSIS DATA.

z ~ REAL ARRAY CONTAINING THE CORRECTIONS FOR THE FACTOR

SCORES OF EACH ROTATED FACTOR IN THE SUBROUTINE
(EXTRM AND FSCOR).

z = REAL VARIABLE CONTAINING THE CURRENT MAXIMUM VALUE
FOR THE DOMINANT VECTOR IN THE SORTING PROCEDURE OF
THE SUBROUTINE (GROUP).

4 = REAL VARIABLE CONTAINING THE VARIOUS POWERS OF THE
DATA VALUES IN THE SUBROUTINE (LEVEL).

RRARRNRARRAANRANARLRARRARARAARRAANARAAAAARAAS

PROGRAM FILES - TAPE1 REFERENCED BY THE VARIABLE (LU) IS
EQUIVALENCED TO A DISK THAT WILL STORE IN BINARY MODE THE
MASTER DATA FILE WITH ALL OBSERVATIONS AND THEIR IDENTIFIERS.
TAPE2 REFERENCED BY THE VARIABLE (LU2) IS EQUIVALENCED TO A
DISK THAT WILL STORE IN BINARY MODE THE DATA FILE WITH SPECIFIC
INPUT DATA FOR EACH ANALYSIS EXCEPT THE FACTOR AND COMPARE
ANALYSES. TAPE3 REFERENCED BY THE VARIABLE (LU3) IS
EQUIVALENCED TO A DISK THAT WILL STORE IN BINARY MODE VARIOUS
OBSERVATIONS DURING DIFFERENT STAGES OF THE ORDER ANALYSIS,

0
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TAPEAL REFERENCED BY THE VARIABLE (LU4) IS EQUIVALENCED TO A
DISK THAT WILL STORE IN BINARY MODE THE DATA FILE FOR THE
SUBROUTINE (PLOT). TAPES REFERENCED BY THE VARIABLE (LUS) IS
EGUIVALENCED TO THE INPUT FILE, IN THIS CASE THE CARD READER.
TAPES REFERENCED BY THE VARIABLE (LU6) IS EQUIVALENCED TO THE
OUTPUT FILE, IN THIS CASE THE LINE PRINTER. TAPE7 REFERENCED
BY THE VARIABLE (LU?7) IS EQUIVALENCED TO A DISK THAT WILL
STORE IN BINARY MODE THE VARIOUS OBSERVATIONS DURING DIFFERENT
STAGES OF THE ORDER ANALYSIS. TAPE3 REFERENCED PY THE
VARIABLE (LUB) IS EQUIVALENCED TO A DISK THAT WILL STORE IN
PINARY MODE THE DATA FILE WITH INPUT DATA FOR FACTOR AND
COMPARE ANALYSES. TAPE9 REFERENCED BY THE VARIABLE (LU9) IS
EGUIVALENCED TO A DISK THAT WILL STORE BINARY MODE THE RAWMW
FACTOR SCORE COEFFICIENTS AND CORRECTIONS FROM THE FACTOR
ANALYSIS FOR USE IN COMPARE ANALYSIS. TAPE1C REFERENCED BY THE
VARTIABLE (LU10) 1S EQUIVALENCED TO THE HOLLERITH PUNCH FILE
THAT WILL PUNCH THE FACTOR SCORES CALCULATED BY THE FACTOR
ANALYSIS. THESE VARIABLES ARE INITIALIZED AND EQUIVALENCED

IN THE BLOCK DATA SUBPROGRAM.

AR AR AR R RARAR AR RR R AN AR A ARAR AN INE R AR R R RN

FORMAT OF DATA ENTRIES ARE DESCRIBED IN JPUBLIC =
A PROCEDURE FOR PUBLIC INVOLVEMENTI.

ARAARRA RN AR RRAA R RARRRANRARRA AN A AR R AN R AR AR AR

REMARKS~ ALL CODING WITHIN THIS PROGRAM HAS BEEN
CCNFORMED TO STANDARD ANSI FORTRAN EXCEPT THE PROGRAM
CARD WHICH IS PART OF CDC SCOPE 3.3 OPERATING SYSTEM.

OGO OAMAAOOOOOOOANOOOOOOOOOAONN
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PUELCOOS

INTEGER DATCNT,EXTOP,FMT(20),1,ICON,ID(3),IERR,IFAC pueLcO0¢
INTEGER IPRIN,IWIDE,IWORD,I1,J,KREF,LBL,LU,LUA,LUDATA,LU2,LU3,LU4 PUBLCOO?
INTEGER LU5,LU6,LU7,LUB,LULY, LU10 MyMREF ,NDATyNFLAG,NID,NOBS,NUMDT PUBLCCCE

OO OO OOOOOAMNOOOONOONOOOOONNOOND

INTEGER- N1,N2,PR,PRDAT,VALUS PUEBLCOOS

REAL conscr DATA(BO) PUBLCO10

c PUEBLCO11
CCMMON /ARRAY/ VALUS (5C00) PUBLCO12
COMMON /INPT/ NOBS,M,ICON,IPRIN,PRC(18),NT1,N2,DATCNT PUBLCO12
COMMON /LABEL/ LBL(56) PUBLCO14
CCMMON /UNIT/ LU,LU2,LU3,LU4,LUS,LU6,LU7,LU8,LU9,LUT0,IWIDE PUBLCO1S

C " PUBLCO1E
EQUIVALENCE C(FMT(1),VALUS(1)) PUBLCO17

c PLELCO18
C e« « o o« o« « ANALYSIS PERFORMED. PUBLCO1S
c 1 DATA = DATA INPUT puBLCO020
C 2 LEVEL = MEAN,MEDIAN,MODE,KURTOSIS,ETC. PUBLCC21
c 3 KENDALL = KENDALLS CONCORDANCE COEFFICIENT PUELCO22
C 4 ORDER = RANK ORDER OF PREFERENCES PUBLCC22
c S FACTOR = PRINCIPAL COMPONENTS FACTOR ANALYSIS AND PUBLCO24
(4 OPTIONAL RANKING FOR EXTREME POSITIONS ON PUELCO2S
c EACH FACTOR. PUBLCC26
¢ 6 COMPARE = COMPARE A DATA SET TO ESTABLISHED FACTOR AXES PUBLCO27
C ? STOP = END OF ANALYSIS PUBLCO28
C 2 TITLE = NEW TITLE ENTRY PUBLCO29
c PUBLCC3C
DO 101 I1=1,3 PUELCC31

101 10(1)=LBL(8) PUBLCO32
1FAC=0 PUBLCO32
MREF=C PUBLCC34
DATCNT=0 PUEBLCO3S

C PUBLCO3¢
C ¢« ¢ o« « o« o READ COMMAND WORDS AND PROBLEM NAME. PUBLCO3?
(4 PUBLCC3E
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109

102 READ (LUS5,128) IWORD

102

b0 103 1=1,9

PUBLCO3Y
PUBLCO4C

IF (IWORD.EQ.LBL(I)) 60 TO (105,110,110,110,110,110,127,103,104PUELCO41

)y 1
CONTINUE
WRITE (LU6,130) IWORD
GO TO 127

104 READ (LU5,128) (PR(I),1=1,18)

G0 TO 102

e« o o o TRANSFER DATA TO A MASS STORAGE DISK IN BINARY.

1CS DATCNT=DATCNT#1

NUMDT=]

READ (LUS,129) NID,NDAT,LUDATA,IWIDE 4PRDAT
READ (LUS5,128) (FMT(I),1=1,20)

IF (LUDATA.LE.O) LUDATA=LUS

IF (LUDATALNE.LUS) REWIND LUDATA

REZIND LU

IF (NID.LE.O) NID=3

IF (NID.LE.3) 60 TO 106

WRITE (LU6,133)

60 TO 127

106 IF (NDAT.LE.O) NDAT=1

1F (NDAT.LE.B80) GO TO 107
WRITE (LU6,137)
G0 TOo 127

127 1F (IWIDE.LE.O) IWIDE=0

102

IF (PRDAT.LELC) PRDAT=0

pugsLCO42
PUBLCO4?
PUBLCO44
PUBLCO4S
PUEBLCC4¢
PUBLCC4?
PUBLCOALE
PUBLCO4S
PUELCOSC
PUBLCCS1
PUELCOS2
PUELCOS2
PUELCOS4
PUBLCOSS
PuBLCOSé
PLBLCCS?
puBLCOS¢&
PUBLCCSS
PUBLCO060
PUBLCCST
PUBLCO062
PUBLCOGS
PUBLCO64
PUBLCO6S
PUBLCCOE
PUBLCO67

IF (PRDATGTe0AND.IWIDE.EQ.0) WRITE (LU6,134) DATCNT ,(PR(I),I=1,1PUBLCCSE

18)

WRITE (LU) NID,NDAT

READ (LUDATA,FMT) (IDC(I),I=1,NID),(DATA(I)J=1,NDAT)
NUMDT=NUMDT +1

IF (PRDAT.LT.1.0R.IWIDE.GT.0) GO TO 109

IF (ID(1).2QR.LBL(15)) GO TQO 109

IF (NUMDT.GT.60) GO TO 109

WRITE (LU6,135) (I0(I),I=1,3),(DATACI) J=1,NDAT)

106 WRITE (LU) (I0CI),I=1,NID)y(DATACI),J=1,NDAT)

IF (ID(1).EQ.LBL(15)) 6O TO 102
GO To 108

o ¢ o o READ OTHER ANALYSIS COMMANDS EXCLUDING DATA AND TITLE,

110 READ (LUS5,129) N1,N2,ICON,IPRIN,EXTOP

IF (K1.LT.1) N1=1

IF (N2.LT.N1) N2=N1

IF (N2.LE.NDAT)Y 60 TO 111
WRITE (LU6,136) IWORD,N2,NDAT
60 TO 102

111 IF (ICON.LE.2) ICON=2

IF (ICON.GT.13) ICON=13

IF CIPRING.LE.O) IPRIN=0

IF (EXTOP.LE.O) EXTOP=0
LUA=LU2 ’

IF (IWORD.EQ.LBL(S5) . OR.IWORD.EQ.LBL(S)) LUA=LUS
IF (IWORD.EQ.LBL(2)) GO TO 115
REWIND LUA

REWIND LU

M=14N2-N1

CORECT=(Ms(M+1))/2

N0BS=0

e o o o CHECK OF DATA VALUES.

READ (LU) NID,NDAT

PUBLCO6S
pueLcO0?7C
PUELCO71
PUBLCO72
PUBLCO7Z
PUBLCC74
PUBLCO7S
PUBLCO76
PUBLCO?77
PUBLCO78
PUBLCO79
PUEBLCCBC
pPUBLCC81
PUBLCO82
PUBLCCA8Y
PUBLCO8S
PLBLCO8S
PUBLCO8E
PUELCC87?
PuUELCOg®
PLBLCC8Y
PUBLCO90
PUBLCC91
PUELCCY92
PUELCO093
PUBLCO94
PUBLCOY9S
PUBLCO9¢
PUBLCOG7
PUBLCO9E
PUBLCO9Y
PUELC100
PUBLC101
PUBLC102
PUBLCI0Z
PUBLC104
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342

115

117
1L
11¢

12¢C

125

126

110

1ERR=0
I1F (10(1).EQ.LBL(15)) GO TO 113
CALL DATCK C(IERR,CORECT,DATA,ID,N1,N2)

« » o o TRANSFER OF GOOD DATA TO APPROPRIATE DISK FILE.

If (IERR.NE.O) GO TO 112
NCBS=NOBS+1
WRITE (LUA) (ID(I),I=1,3),(DATACI)I=N1,N2)
GC To 112
DO 114 1=1,7
1F (IWORD.EQ.LBL(I)) GO TO (127,115,119,119,119,119,127), 1
CCNTINVE
WRITE (LU&,130) IWORD
GC TO 127

e o o o PROCESS LEVEL ANALYSIS.

11=N1
DC 118 N1=11,N2
NOBS=0
REWIND LUA
REWIND LU
FEAD (LU) NID,NDAT
IF (10(1).EQ.LBLC15)) GO TO 117
NOES=NOBS+1
¥RITE (LUA) (ID(I),1=1,2),DATA(NT)
GO TO 116
CALL LEVEL
CONTINUE
GO TO 102
IF (N2.GT.N1) GO TO 120
WRITE (LUE,7131) IWORD,N1,N2
GC TO 1C2
GC TO (1274127,121,122,123,125), 1

o o o o PROCESS KENDALL ANALYSIS,
. i

CALL KENDAL (1,0)
60 TO 102

e o o o PROCESS ORDER ANALYSIS.

CALL ORDER (1,0)
6C TO0 102

o o« o o PROCESS FACTOR ANALYSIS.

I1FAC=1

NFLAG=0

CALL FACTOR (NFLAGLEXTOP)
I1F (NFLAG.EQ.99) IFAC=0 .
FREF=M

KREF=ICON

GO TO 102

s o o o PROCESS COMPARE ANALYSIS,

IF (IFAC.NEoT1.0ReMcNE-MREF.ORICON.NE-KREF) 60 TO 126
NFLAG=T

GC TO 124

WRITE (LU6,132)

60 TO 102

PUBLC10S
PUBLC106
PUEBLCI107
PUBLC108
PLELCICS
PUBLC110
pPUBLC111
PUBLC112
PUBLC113
PUBLC114
PUBLC11S
PUBLC11¢
PUBLC117
PLELCT118
PUELC119
puBLC120
pugLC121
PUBLC122
PUBLC123
PUBLC124
PUBLC12S
PUBLC12¢
PUELC127
PUELC128
PUBLC12¢%
PUBLC13C
PUBLC131
PUBLC132
PUBLC132
PUBLC134
PLBLC13S
PUELC136
PUBLC137
PUELC138
PUELC136
PUBLC14C
PUBLC141
PUBLCT42
PUBLC143
PUELC144
PUELC14S
PUBLC14¢
PUELC147
PUBLC1T4B
PUBLC149
PUELC15C
PUELC1S1
PUBLC1S52
PUBLC1S52
PUBLC154
PUBLC1SS
PUELC15¢
PUBLC1S57
PUELC158
PUELC1S5S
PUELC160
PUBLC161
PUBLC162
PUBLC163
PUBLC164
PUBLC165
PUEBLC16¢
PLBLC167
PUELC168
PUBLC166S
PUBLC170
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111

e« o o« o o o PROCESS STOP.

127 sTOP

e o« o« o o o FORMATS USED IN THIS PROGRAM,.
1286 FORMAT (2CA4)

129 FCRM®AT (4012)
13C FORMAT (22H0 UNRECOGNIZED COMMAND,2X,A4)

PUBLC1?71
PUBLC172
PUBLC1T73
PUBLC174
PUELC17S
PUEBLC17¢
PUBLC177
PUBRLC178
PUBLC17S

131 FCR™AT (S52HOMULTIVARIATE ANALYSIS REQUESTED FOR SINGLE VARIABLE/14PUELC18C

1TH CHECK COMMAND 42X ,A4;2X3T4HAND PARAMETERS,2X,216)

PUBLC181

122 FORMAT (64HOCOMPARATIVE FACTOR ANALYSIS NOT PRECEDED BY PRIMARY ANPUELC182

1ALYSIS OR/24H DIMENSIONED DIFFERENTLY)
133 FORMAT (47HO NUMBER OF IDENTIFICATION FIELDS EXCEEDS THREE)

PUBLCT82
PUBLC184

124 FORYAT (//7/101 DATA SET ,12,28H (FIRST 60 OBSERVATIONS) FOR/1H ,1PUELC185

18A4/)
135 FORMAT (1H ,3A4,2X,35(F3.0)/1H ,41(F3.0))

PLBLCT18¢
puBLC187

136 FORMAT (1HO,A4,36H ANALYSIS REQUESTED FOR DATA ELEMENT,I3,14H WHICPUBLC188

1H EXCEEDS/38H TOTAL NUMBER OF DATA ELEMENTS INPUT (,12,2H).)
137 FORMAT (1HO,41H TOTAL NUMBER OF DATA ELEMENTS EXCEEDS 80)

END
ELOCK DATA

e s o o o o THIS SUBPROGRAM (BLOCK DATA) ENTERS INITIAL VALUES INTO
VARIABLES IN THE LABELED COMMON BLOCKS PRIOR TO PROGRAM
EXECUTION.

INTEGER IWIDE,LPL,LU,LU2,LU3,LU4,LUS,LU6,LU7,LU8,LU9,LU10
REAL C

COMMON /LABEL/ LBL(56)
COMMON /QUAD/ C(9)

COMMON /JUNIT/ LU,LU2,LU3,LU4,LUS,LU6,LU7,LUE,LU9,LUT0,IWIDE

DATA C€C1)/.43067,C(2)/.5936/,C(3)7.7108/,C(4L)/.8017/,C(5)/.8761/
DATA C(6)/.9388/,C(7)/.9929/,C(8)/1.0404/,C(9)71.0827/

DATA LBLC1)/4HDATA/ ,LBL(2)/4HLEVE/ LBL(3)/4HKEND/,LBL(4)/4HORDE/
DATA LBL(S)/4HFACT/ ,LBL(6)/4HCOMP/,LBL(7)/4HSTOP/,LBL(8)/4H /
DATA LBL(9)/4HTITL/,LBL(T10)/2HST/HLBL(11)/2HND/4LBL(12)/2HRD/
DATA LEBLC12)/2HTH/4LBLC14)/TH\/,LBLC15)/4HEND /,LBLC16)/1H=/
DATA LBLC17)/1H./4LBLC18)/1H+/,LBL(19)/1H /,LBL(2C)/1HT/

DATA LBL(21)/1H2/,LBL(22)/1H3/,LBL(23)/1H4/,LBL(24)/1H5/

DATA LBL(25)/1H6/4LBLC26)/TH7/,LBLC27)/1H8/,LBL(28) /1197

DATA LBL(29)/1H0/,LBL(30)/1H*/,LBL(31)/1HA/,LBL(32)/1HB/

DATA LBL(33)/1HC/,LBL(34)/1HD/ 4LBL(35)/1HE/4LBL(36)/1HF/

DATA LEBL(37)/1HG/,LBL(38)/1HH/4LBL(39)/THI/,LBLCLQ)/1HI/

DATA LBL(41)/1HK/ ,LBL(42)/1HL/ 4LBL(43)/1HM/ 4LBLCLA) /TIHN/

DATA LBLC(45)/THO/4LBL(46)/THP/,LBL(47)/1HQ/,LBL(48)/THR/

DATA LBLC(49)/THS/ LBL(SO)/THT/,LBL(51)/1HU/,LBL(52)/1HV/

DATA LBL(S3)/1HW/,LBL(S&)/THX/ 4LBL(S55)/1HY/ 4LBL(S6)/1HT/

PUBLC18S
PUEBLC19C
PUBLC191
PUBLC192
BLKDTOO1
BLkDpTO02
BLKDTOO023
BLKDTOO04
BLKDTOOS
BLKDTCOE
BaLxDbTOO?
BLKDTCOE
BLKDTOOS
BLKDTO1C
BLKDTC11
BLKDTC12
BLKDTO12
BLKDTC14
8LXDTO1S
BLKDTO16
BLKDTO017
BLKDTO18
BLKDTO19
BLKDTO020
BLkDTOR21
BLKDTO022
BLKDTO023
BLXDTC24
BLKDTO2S
BLKDTO2¢
aLkpT027
BLKDTO28
BLKDTO2S

DATA LU/1/,LU2/2/4LU37/3/3LULIG]3LUSIS5) 4 LUE/6/ 4LUT/T /4L UB/87,LU9/9/BLKDTO30

DATA LU10/10/

END
SUBROUTINE CORRE (N,MyDyXBAR,STDyRX,R)

o o o o o o THIS SUBROUTINE (CORRE) IS CALLED BY THE SUBROUTINE

(FACTOR) TO COMPUTE MEANS, STANDARD DEVIATIONS, SUMS OF CROSS~

PRODUCTS OF DEVIATIONS, AND CORRELATION COEFFICIENTS.
INTEGER I,ID(3) IWIDEJsJK Kol oyLUyLU2,LU3,LUL,LUS,LUE,LU7,LUB
INTEGER LU9,LUT0,M,N
REAL BC15),0C15)yFNyR(120) 4RX(225),STDC(15),XBARC15)

COMMON /UNIT/ LUZLU2,LU3LU&4,LUS,LU6,LU7,LU8,LU9,LUT0,IWIDE

BLKDTO31
BLKDTO32
BLKDTO33
CORREQO1
CORREOQO?2
CORREOOD2
CORREQO4
CCRREOCS
CCRREOOE
CORREQO7?
CCRREOO®
CORRECOS
CCRREO10
CORREO11
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1C2

103

104

106

107

108
109

110

112

b0 101 J=1,M
8(J)=0.0
K=(Mamem) /2
00 102 1=21,K
R(1)=0.0
FN=N

CORREQDT2
CORREOD13
CCRREQ14
CCRREO1S
CORREO1¢
CORREQ1?
CORREO18
CORREO1S

e o o o READ THE OBSERVATIONS ONE AT A TIME, SUM THE OBSERVATIONS,CORREQ20

AND CALCULATE SUMS OF CROSS-PRODUCTS OF DEVIATIONS FROM MEANS.

DO 104 1I=14N
Jk=0
READ (LUB) (ID(L) L=1,43),(D(L)yL=T1,M)
DO 103 J=1,r
P(JI=BI)+D ()
DO 104 J=1,%
DO 104 X=1,4
JK=JK+1
ROIKI=RCIKI+D(II2D(K)

e« o« o o CALCULATE MEANS.
Jx=0
D0 105 J=1,m
XBAR(J)I=B(J)I/FN
e o o o ADJUST SUMS OF CROSS-PRODUCTS OF DEVIATIONS FROM MEANS.,
DD 105 K=1,J
JK=JK+1
RUKI=R(IK)-B(JI*B(K)/FN

e o« o o CALCULATE CORRELATIOM COEFFICIENTS.

Jk=0
DG 1C€6 J=1,M
JK=JK+J

STD(J)=SQRT(ABS(R(JIK)))
DO 109 J=1,M
DO 109 K=J M
JK=J+(K2K-K)/2
L=Mr(J=1)+K
RX(L)=R(JK)
L=M*(K=-1)+)
RX(L)=R(JK)
IF (STD(J)*STD(K)) 108,107,108
R(JK)I=0.0
IF (J.EQ.K) R(JKDI=1,0
GO TO 109
REIKI=RCOJIKIZ(STD(JI2STD(K))
CONTINUE

o ¢ o o CALCULATE STANDARD DEVIATIONS.

FN=SQRT(FN=-1.0)
D0 110 J=1,M
STD(JII=STD(J)I/FN
RETURN

END
SUBROUTINE DATCX (IERR,CORECT,DATA,ID,N1,N2)

e o o o THIS SUBROUTINE (DATCK) IS CALLED BY THE MAIN PROGRAM
(PUBLIC) TO SET FLAG FOR BAD OBSERVATIONS WHICH WILL NOT BE
USED FOR ANALYSIS AND REVERSES RANK DATA FOR THE PURPOSES OF
FACTOR ANALYSIS. ’ i

CCRREO21
CORRED22
CORREQ22
CORREQ24
CORREOD2S
CCRREQD2¢
CCRREQZ?
CCRREQ28
CCRRED29
CORREC3C
CORREC31
CORRED32
CCRREO33
CORREOD34
CCRREO3S
CCRREOD3¢
CCRREOD3?
CORREO3E
CORREO3S
CCRREQ4AC
CORREOD&1
CCRREOD&2
CCRREC4A3
CCRREO44
CCRREOQ4S
CORREQ&¢
CCRREC&?
CCRREOD&E
CORREC49
CORREODSQ
CORREODS1
CCRREODS2
CORREQDS?
CORRECS4
CCRREODSS
CORRECS 6
CORREODS?
CORREOSE
CORREOS9
CORREDG6O
CCRREQ61
CORRED62
CORRED63
CORREQ64
CORREQD6S
CORREQDGE
CCRRED67
CCRRECGE
CORREQ69
CCRREC?C
CORREO?1
CORREQ72
DATCKCO1
DATCKOO?2
DATCKOO3
DATCKOO04
DATICKOOS
DATCKOOG
DATCKOO?
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113

INTEGER I ,ID(3),IERRGIWIDE yJ LU LU2,LUS,LUG,LUS,LUS,LUT?
INTEGER LUB,LU9,LUT0,N1,N2
REAL CORECT,DATA(80),REVERS,SUM

COMMON /JUNIT/ LUZLU2,LU3,LU&,LUS jLU6,LU74LUB,LUT,LUT0,IVIDE

SUK=0.0

REVERS=24N2-N1

D0 101 1I=N1,N2

SUM=SUM4DATA(I)

I1F (ARS(SUM=CORECT).LT.1.,0E~30) 60 TO 102
I1ERR=1

WRITE (LUG6,104) (IDCI)o1=1,3),(DATA(I) J=NT1,N2)
WRITE (LUE,105)

RETURN

DO 103 I=N1,N2

DATA(I)=REVERS~-DATA(])

RETURN

e« o« o o FORMATS USED IN THIS SUBROUTINE.

FORMAT (////711H DATA ENTRY ;2X,3A4/15H WITH VALUES OF42X,15F3.0)
FCRMAT (35H IGNORED FOR THE FOLLOWING ANALYSIS)

END
SUGROUTINE EIGEN (N,yR,A)

e o« o o THIS SUBROUTINE (EIGEN) IS CALLED BY THE SUBROUTINE
(FACTOR) TO COMPUTE EIGENVALUES AND EIGENVECTORS.

INTEGER I 2IA,1JIL4ILQ,ILR,IM,IMQ,IMR,IND,IQJ,JQ,X,L,LL,LM,LQ,N
INTEGER MM,MQ,N

REAL AC120) ,ANORM,ANRMX,COSX3COSX2,R(225) 3SINCS,SINXSINX2,THRX
REAL Y '

e o o o GENERATE IDENTITY MATRIX.

10==-N
DO 102 J=1,N
IG=1Q+N
DO 102 I=1,N
1J=1Q+1
R(1J)=0.0
IF (1-J) 102,101,102
P(1J)=1.0
CONTINUVE

e o o o COMPUTE INITIAL AND FINAL NORMS (ANORM AND ANORMX).

ANORM=0.0
DO 104 I=1,N
DO 104 J=1,N
IF (1-3) 103,104,103
IASI+(J20-3)/2
ANORM=ANORM+A(IA)*A(IA)
CONTINUE
IF (ANORM) 129,129,105
ANORM=1,414*SQRT(ANORN)
ANRMX=ANORM®*1.0E-6/FLOAT(N)

e« o o o INITIALIZE INDICATORS AND COMPUTE THRESHOLD.

IND=0
THR=ANORM

pATCKO08
0ATCKO0S
DATCKC1C
DATCKO11
DATCKO12
DATCKO12
DATCKO14
DATCKO1S
DATCKO16
DATCKO17
DATCKO1E
DATCKO1S
DATCKC20
DATCKO21
DATCKO22
DATCKO23
DATCKO24
DATCKO2S
DATCKO2¢
DATCKO27
DATCKO28
DATCKO29
DATCKO30
DATCKO31
DATCKO32
EICENOOT
EIGENDO2
EIGENOG3
EIGENDOS
EICENOQS
EIGENDOE
EIEGENCO?
EICENOOB
EIGENCOS
EIGENO1C
EIGENO11
EIGENO12
EIGENO13
EIGENO14
EIGENO1S
EIGENO1E
EIGENO17
EIGENO18
EIGENO19
EIGENO2C
EIGENO21
EIGEND22
EIGEND23
EIGEND24
EIEEND2S
EIGEND26
EIGENO27
EICENOD28E
EIGEND2S
EIGENO30
EIGENO31
EIGENO32
EIGENO33
EIGENO34
EIGENOD3S
EIGENO36
EIGENO37
EIGENO38
EIGENO3S
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112

113
114

115
116
117
118
119

120

121

122
123

124
125

126

114

THR=THR/FLOAT(N)
L=1
mzL+1

e o o« o COMPUTE SIN AND COS.

MQ=(MeM=-M)/2

La=(LsL=-L)/2

L¥=L+MQ

IF CARSCACLM))~THR) 122,110,110
IND=1

LL=L¢LQ

EM=MeMG

X=DoS5*(A(LL)-A(MM))
Y==A(LM)/SQRT(A(LM)2A(LM)+X2X)
IF (x) 111,112,112

Y Z=Yy
SINX=Y/SQRT(2.0%2(1.0+(SQRT(ABS(1,0-Y*Y)))))
SINXZ=SINX*SINX
COSX=SQRT(1.0-SINX2)
COSX2=COSX*COSX

SINCS=SINX*COSX

e« « o o ROTATE L AND M COLUMNS.

La=n+(L~-1)
IM@=N2(M-1)
DO 121 I=1,N
Te=(1*1-1)/2
IF (I-L) 113,120,113
IF (1-M) 114,120,115
IN=I+MQ
GO TO0 116
IMz=MelQ
IF (I-L) 117,118,118
IL=1%LQ
G0 TO 119
IL=L+]Q
X=ACIL)*COSX-ACIMIASINX
ACIMI=ACIL)ASINX+A(IM)*COSX
ACIL)=X
ILR=ILQ+]
IMR=IMQ+I
X=RCILR)*COSX-RCIMRI*SINX
RCIMR)=RCILRI*SINX+R(IMR) *COSX
PCILR)=X
CONTINUE
X=2.,0*A(LM)+SINCS
Y=AC(LL)*COSX2+A(MM)+#SINX2-X
X=A(LL)*SINX2+A(MM)ACOSX2+X
AL™)=CACLL)~A(MM))2SINCS+A(LMI*(COSX2-SINX2)
ACLL)=Y
A(MM)=X

e o o o TEST FOR M=LAST COLUPMN.

IF (M=N) 123,124,123
M=M+1
60 TO 109

o o o o TEST FOR L=SECOND FROM LAST COLUMN.

IF (L“(~-1)) 125|126'125
L=L*1

60 TO 108

1fF CIND-1) 128,127,128

ETGENOLO
EIGEND41
EIGEN042
EIGENC43
EIGENOL&
EIGENO4LS
EICENO4E
EIGEND4?
EICEND4S
EIGEND4S
EIGENOSO
EICENOST
EIGENDS2
EIGENDS?
EIGENOS4
EIGENCSS
EIGENOSE
EIGENOS?
EIGENOSE
EIGENOSS
EIGENOGC
EIGENOGT
EIGEND6?
EIGENO63
EIGENDG4
EIGENCGS
EICENO6G
EIGENO6?
EIGENOEE
EIGENCES
EIGENC?C
EIGEND71
EIGENO72
EIGENO73
EIGENO74
EIGENO7S
EIGENO76
EIGENO77
EIGENO78
EIGENO79
EIGENOSO
EIGENCS1
EIGENDS?
EIGENCS3
EIGENGC84
EIGENOBS
EIGENO8E
EIGENO87
EIGENOBE
ETGENO8S
EIGENOSO
EIGENO91
EIGEND92
EIGEND9?
EIGENOY4
EIGEND9S
EIGENO9E
EIGENO97?
EIGEND9E
EIGEND9Y
EIGEN10C
EIGEN101
EIGEN102
EIGEN103
EIGEN104
EIGEN10S



[a N alal

oM

OOOOMNOO

MOOOM

-
-
N -

1C1

102

115

IND=0
60 TO 107

e o o o COMPARE THRESHOLD WITH FINAL NORM,
IF (THR-ANRMX) 129,129,106
o o o o SORT EIGENVALUES AND EIGENVECTORS.

18==N

DO 122 I=1,N
1G=1Q+N
LL=I+(I2T=1)/2
Ja=N*(1-2)

DC 132 J=1I,N
Ja=Ja+N
Yr=J+(Jag~-J)/2
IF (ACLLY-A(MM)) 130,132,132
X=a(LL)
ACLLY=A(MM)
A(PMI=X
DO 131 K=1,N

ILR=1Q+K
IMR=JQ 4K
X=R(ILR)
RCILR)=R(IMR)
RCIMR) =X
CONTINUE
RETURN

END
SUEROUTINE EXTRM (M,N)

e o o o THIS SUBROUTINE (EXTRM) IS CALLED BY THE SUBROUTINE

(FACTOR) TO IDENTIFY THOSE HYPOTHETICAL RANKINGS WHICH GIVE
RISE TO THE MOST EXTREME (POSITIVE AND NEGATIVE) FACTOR SCORES

ON EACH FACTOR.

INTEGER X,ID(3),IFIRST II,IJIWIDELIXTRM(I5) 4J,4K,L,LBL,LU,LU2,LU3

REAL CoFC(15,15) ,FMAX4V(15) 4 XTRM(15),2(15)

COMMON /LABEL/ LBL(S6)
COMMON /LOADNG/ €(15,15)
COMMON /JUNIT/ LUSLU2,LU3,LU&4LUS,LU6,LU74LUB,LU9,LUT0,IWIDE

D0 1C1 1=1,3

ID(I)=LBL(8)

REWIND LUS

REWIND LU4

READ (LU9) (Z(J).J=1'N)'((FC(I'J),I:1'~)'J=1'H)

e o« o o SORT FACTOR LOADINGS ON EACH FACTOR FROM HIGHEST TO
LOWEST, AND ASSIGN RANKINGS TO EACH VARIABLE ACCORDING TO
THIS ORDER.

1J=30
DO 113 I1=1,N
1J=1J+1
00 104 1=1,M
FMAX=C(I1,1)
K=1
00 103 J=2,M
IF (FMAX-C(I1,4)) 102,103,103
FRAX=C(I1,4)
K=J

EI1EEN106
EIGEN107
EIGENTO8
EIGENT09
EIGENTIC
EIGEN1T11
EIGEN112
EIGENT12
EIGEN114
EIGEN11S
EIGENT16
EIGEN117
EIGENT1E
EIGEN11S
EIGENT2C
EICEN121
EIGEN122
EIGENT22
EIGEN124
EIGEN12S
EIGENT2¢
EIEEN127
EICENT22
EIGEN12S
EIGEN13C
EIGENT31
EIGEN132
EIGEN133
EIGEN134
EIGENT3S
EIGENT3¢
EXTRR®R001
EXTRMOO2
EXTRM002
EXTRPCOS
EXTRMOOS
EXTRMOO&
EXTRMOC?
EXTRMOOE&
EXTRMCCS
EXTRMO10
EXTRMO11
EXTRRMO12
EXTRMO12
EXTRMOT4
EXTRMC1S
EXTRMO1¢
EXTRMO17
EXTRMO18
EXTRMO19
EXTRM020
EXTRMO21
EXTRMO022
EXTRMO22
EXTRMO24
EXTRMQO2S
EXTRMO2¢
EXTRM027
EXTRMO28
EXTRMO02S
EXTRMC3C
EXTRRO31
EXTRMOZ2
EXTRMO33
EXTRRMO34
EXTRMO3S
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103

104

116

CONTINUE

IXTRM(K) =]

C(I1,x)=-1,E30
CCNTINUE

e o o o CALCULATE FACTOR SCORES FOR THIS RANKING.

IFIRST=0
DO 106 1=1,M
XTRM(ID)=FLOAT(M+1=IXTRM(I))
DO 108 J=1,N
vi)=0.0
DO 107 K=1,M
VIISVIIHFCCIKI*XTRM(K)
CONTINUE
DG 109 J=1,N
vaI=vd-2¢I)

e ¢ o o CHECK WHETHER THIS IS FIRST OR SECOND TIME THROUGH FOR
THIS FACTOR.

1F (IFIRST.GT.0) 60 TO 110
e o o o WRITE RANKINGS AND FACTOR SCORES.

WRITE (LU6,114) LBL(IJ),11

WRITE (LU6,115) (I,IXTRM(I),I=1,M)

G0 TO 111

WRITE (LU6,116) LBL(IJ),I1

WRITE (LUG,115) (I,IXTRM(I),I=1,M)
WRITE (LU6,117) (V(J),J=1,N)

WRITE (LU4) (IDCI),y1=1,3),(V(J),0=1,N)
I1f (IFIRST.GT.0) GO TO 113
IFIRST=IFIRST+1

1J=1J4+1

e e o o REVERSE PRIORITY RANKING TO FIND NEGATIVE EXTREMIST.

DO 112 1=1,M
IXTRM(I)=M+1-IXTRM(]I)
GO TO 105

CONTINUE

L=2*N

CALL PLOT (L,N,3,0)

RETURN :

e o » o FORMATS USED IN THIS SUBROUTINE.

EXTRRMO3¢
EXTRMO3?
EXTRMO38
EXTRMO39
EXTRMO4C
EXTRM04&1
EXTRMO04?2
EXTRMO42
EXTRMCAS
EXTRMGCAS
EXTRMO4E
EXTRMO4?
EXTRMOA4E
EXTRMOLS
EXTRPOSO
EXTRMCS1
EXTRMO0S52
EXTRMOS52
EXTRMOS4
EXTREHOS5
EXTRMOS5¢
EXTRMOS57?
EXTRROS5E
EXTRMCS5S
EXTRMO6C
EXTRMO61
EXTRMOG62
EXTRMO062
EXTRMO64
EXTRMOES
EXTRMOGE
EXTRHMO67
EXTRMC6E
EXTRMOGS
EXTRMC?7C
EXTRMO71
EXTRMO72
EXTRMO?73
EXTRMO74
EXTRMO?75
EXTRMO76
EXTRMO77
EXTRMO78
EXTRMO7S
EXTRMO080
EXTRM081
EXTRM082
EXTRMC82

114 FORMAT (28HOPOSITIVE EXTREME POSITION (,A1,711H) ON FACTOR,I2/9HOVAEXTRMO84

118

TRIABLE ySX34HRANK)
FCRMAT (1H ,16,110)

EXTRMO8S
EXTRMO8E

116 FORMAT (28HONEGATIVE EXTREME POSITION (,A1,11H) ON FACTOR,I2/9HOVAEXTRMO87?

117

TRIABLE ¢5X,4HRANK)
FCRMAT (31HCFACTOR SCORES FOR THIS RANKING/THC,11F6.2/1H 4F6.2)

END :
SUBROUTINE FACTOR (NFLAGL,EXTOP)

e o o« o THIS SUBROUTINE (FACTOR) IS CALLED BY THE MAIN PROGRAM
(PUBLIC) TO PERFORM FACTOR ANALYSIS DIRECTING SEVERAL
SUBROUTINES.

INTEGER DATCNTLEXTOP,IIALPHA(26)31CON,ID(3),IPRINSIWIDE(J,yL
INTEGER LBL,LL,LU LU2,LU34LUL,LUS,LU6,LU7,LUB,LUG,LUTO,MyNFLAG
INTEGER NOBES,NSDZ,N1,N2yN3,PR

REAL B(15),0(15)FLyR(120),S(15),SDC(15),TC(15),V(225),VALUS
REAL XBAR(15) ’

EXTRMOS8E
EXTRRC8S
EXTRMO9C
EXTRMO091
FACTROO1
FACTROO2
FACTROO3
FACTROO®
FACTRCOS
FACTRCOE
FACTROO7
FACTROOS8
FACTROOS
FACTRO10
FACTROT
FACTRO12
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101

1C2
103

1C4

1C5
10¢

107

108

109

117

COr®ON /ARRAY/ VALUS(5000)

COMMCN /INPT/ NOBSoMoICONQIPRINGPR(18) oN1oN2,DATCNT

CCMUON /LABEL/ LBL(S6)

CCMMON ZLOADNG/ FLC15,15)

COMMON JUNIT/ LUZLU2,LU3LU& LUS4LUG,LU7,LUB,LUG,LUT0,INIDE

EQUIVALENCE (IALPHA(1),LB8L(31))

pc 1C1 1=1,3

Ip(1)=LBL(B)

REWIND LUS

IF (NFLAG.EQ.1) GO TO 102

60 TO 103

WRITE (LUG6,132) (PRCI)1=1,18),NT1,N2,DATCNT ,NOBS,M
CALL CORRE (NOBS,MyByXBARySsV,R)

o o o o PRINT MEANS, STANDARD DEVIATIONS, AND CORRELATION
CUEFFICIENTS.

IF (PeGToboANDSIWIDESGT.0) 60 TO 108
DO 104 J=1,m
XBAR(JI=(FLOAT(M)*+1.0)-XBAR(J)
IF (F.LE.10) GO TO 105
N2=N149
WRITE (LUG6,725) (I,1=N1,N3)
GC TC 106
D0 107 J=1,M
XBARCJI=(FLOAT(M)*+1.0)-XBAR(J)
WRITE (LU6,128) (SC(J),Jd=1,M)
IF (MFLAG.EG.1) GO TO 123
DC 109 LL=1,M
SPCLLYI=S(LL)
CCNTINUE
IF (MeLE«b6ORIWIDELLE.O) WRITE (LU6,129)
DO 112 1I=1,M
DO 112 J=1,M
L=14(J*J=0)/2
G0 TO 112 ’
L=J+(121-1)/2
D(J)=R(L)
IF (MoLEab6.ORJIWIDECLE«O) WRITE (LU6,130) I,(D(J),d=1,M)
CONTINUE

e « o o COUNT THE NUMBER OF VARIABLES WITH ZERO STANDARD
DEVIATION.

NSDZ=C

DO 114 J=1,M
IF (ABS(S(J))e6GT.1.0E-30) GO TO 114
NSDZ=NSDZ+1

CONTINUE

e o o« o REDUCE ICON, IF NECESSARY, TO BE LESS THAN NUMBER OF
VARIABLES WITH NON~ZERO STANDARD DEVIATION.

IF (ICONJLE.(M-NSDZ~-1)) GO TO 116
ICON=M=-NSDZ-1

IF (ICON.LT.2) GO TO 115

1F (NSDZ.6To0) WRITE (LU6,137) NSD2
IF (NSDZ.EQ.0) WRITE (LUG,140)

FACTRO12
FACTRO14
FACTRO1S
FACTRO1¢
FACTRO17
FACTRG18
FACTRO1S
FACTRO2C
FACTRC21
FACTRO22
FACTRO22
FACTRO24
FACTRC25
FACTRO2¢€
FACTRO27
FACTRCZ28E
FACTRO2S
FACTRO3C
FACTRO31
FACTRO32
FACTRO32
FACTRC34
FACTRO3S
FACTRO3¢E
FACTRO37
FACTRO38
FACTRO3S
FACTRO4C
FACTRO41T
FACTRO42
FACTROAL3
FACTROLA
FACTROA4S
FACTRO4S
FACTRC47
FACTROA4E
FACTRC4S
FACTROS50
FACTROS51
FACTROS52
FACTROS3
FACTROS54
FACTRCSS
FACTROS¢
FACTROS57?
FACTRCSE
FACTRCSS
FACTROGC
FACTRO61
FACTROE2
FACTRO63
FACTROG4
FACTRO6S
FACTRCGS
FACTROG?
FACTROGE
FACTROGS
FACTRC?C
FACTRO71
FACTRO72
FACTRO?73
FACTRC74
FACTRO?7S
FACTRO76
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119

12C

121

122

118

WRITE (LU6,139) ICON,ICON FACTRC?7?
60 TO 116 FACTRO78
WRITE (LU6,137) NSDZ FACTRO79
WRITE (LU6,138) FACTROSC
NFLAG=99 FACTRC81
RETURN FACTRCS82
FACTRO83

e ¢ o o CALCULATE AND PRINT PROPORTION OF CONTRIBUTION OF FACTRO84
EIGENVALUES. FACTRO8S
FACTROB¢

CALL EIGEN (M,V,R) FACTRCE?
L=0 FACTRO8S8
DO 117 I=1,M FACTRCSS
L=L*] FACTRO90
DCID)=R(L)/FLOAT(M) FACTRO91
CCNTINUE FACTRQ9?2
IF (MeLE«€osORCIWIDESLESO) WRITE (LU6,131) (D(J)yd=1,M) FACTROG2
CALL LOAD (M,ICON,V,4R) FACTRO94
CALL VARMX (M,ICON,V4B8,D,T) FACTRO9S
REWIND LU4 FACTRO9¢
IF (ICONCLE«6OR.IWIDESLE.DO) WRITE (LU6,133) ICON FACTRO97
REwIND LUY FACTRC9E
DO 119 1=1,™ FACTRO9S
DO 118 J=1,1CON FACTR10C
L=M#*(J=-1)+] FACTR101
s€II=v(L) FACTR102
FL(I,LI)=S(J) FACTR102
FACTR104

e ¢« o« o STORE ROTATED FACTOR MATRIX ON DEVICES LU9 AND LU&. THEN FACTR10S
PRINT ON OUTPUT FILE. FACTR106
FACTR1C?

WRITE (LU9) (SCJ),J=1,ICON) FACTR108
WRITE {LU&) CIDCJ),J0=1,3),(5C¢3),J=1,1CON) FACTR10S
N3=N141-1 FACTR11C

IF (ICON.LE.S.ORIWIDELLELO) WRITE (LUS,134) N3I,IALPHACI)(SCJ)FACTRT11
vJd=1,I1CON) FACTR112
CONTINUE FACTR113
CALL PLOT (M,ICON,1,0) FACTR114
FACTR115

e o o o PRINT COMMUNALITIES IF ANY DIFFERENCES ARE GREATER THAN FACTR11¢
0.001. FACTR117
FACTR118

DC 120 I=1,N . FACTR116
IF (p(1).6T7.0.001) 60 TO 121 FACTR12C
CCNTINUE FACTR121
G0 70 123 FACTR122
WRITE (LU&,135) FACTR122
DC 122 I=1,% FACTR12¢4
NI=N1+1-1 FACTR12S
WRITE (LU6,136) N3,B(I),T(I),0(1) FACTR126
FACTR127

e o o o CONTINUE FACTOR ANALYSIS WITH CALCULATION OF FACTOR FACTR128
SCORES. FACTR12S
FACTR13C

CALL FSCOR (M,ICON,XBAR,SDoV,NFLAG) FACTR131
IF (NFLAG.EQ.99) RETURN FACTR132
REWIND LUS8 FACTR133
FACTR134

e o o o« PROCESS EXTREME ANALYSIS IF DESIRED. FACTR13S
: FACTR136

IF (NFLAG.6T.0+0R.EXTOP.6T.0) 60 TO 124 FACTR137?
CALL EXTRM (M,ICON) FACTR138
RETURN FACTR139
FACTRI4C

o o« o o FORMATS USED IN THIS SUBROUTINE., FACTR141

FACTR142
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119

125 FORMAT (17HOVARIABLE NUMBERS/1X,10(S5X,13,3%)) ;s FACTR143
126 FORMAT (21H1FACTOR ANALYSISceees/1X,18A4/13H FOR VARIABLE,I3,17H TFACTR144
THROUGH VARIABLE,I3,12H OF DATA SET,I3//3X,12HNO. OF CASES y4X,16/3XFACTRIAS

2y16HNO. OF VARIABLES,16/) FACTR146
127 FORMAT (6HOMEANS/1X,10F11.5/1X,5F11.5) FACTR147
128 FORMAT (20HOSTANDARD DEVIATIONS/1X,10F11.5/1%,5F11.5) FACTR148
12 FCRMAT (25HOCORRELATION COEFFICIENTS) FACTR14S
12C FCRMAT (4LHOROW,I3/1X,10F11.5/71%,5F11.5) FACTR15C
131 FORMAT (26HOPROPORTION OF EIGENVALUES/T1X,10F11.5/1X,5F11.5) FACTR151

122 FCR¥AT (22H1COMPARE ANALYSISeeees/1X,18A4/13H FOR VARIABLE,IZ,17H FACTRIS52
1THROUGH VARIABLE,I3,12H OF DATA SET,I3//3X,12HNOs OF CASES 44X o16/3FACTR1I52

2X,16HNO. OF VARIABLES,16/) FACTR154
123 FCR*AT (1HO/24H ROTATED FACTOR MATRIX (,13,9H FACTORS)) FACTR15S
134 FORMAT (9HOVARIABLE I3, 1H=3A1/1X,10F11.5/1%45F11.5) FACTR1S¢
125 FCRMAT (1H0/23H CHECK ON COMMUNALITIES//9H VARIABLE y7X,8HORIGINAL,FACTRIS5?
112Xy SHFINAL 10X, TOHDIFFERENCE) FACTR1S58
136 FORMAT (1H ,16,3(F11.5,1Xx)) FACTR1S5¢

137 FORMAT (1HO,I12,44H VARIABLES HAVE STANDARD DEVIATIONS OF ZERO.) FACTR16C
136 FORMAT (58M MEANINGFUL FACTOR ANALYSIS NOT POSSIBLE ON THIS DATA SFACTR161

1ET.) ‘ FACTR162
176 FCR™AT (25H ROTATION OF A MAXIMUM OF,I3,17H FACTORS POSSIBLE/4SH FFACTR162
1ACTOR ANALYSIS CONTINUES WITH ICON RESET TO,13) FACTR164
140 FORMAT (1HO,63HNUMBER OF ROTATED FACTORS MUST BE LESS THAN NUMBER FACTR16S
10F VARIABLES) FACTR166
FACTR167

END FACTR168
SUBROUTINE FSCOR (M N,WsYoCoNFLAG) FSCOR001
FSCORNO2

e s+ o o« o o THIS SUBROUTINE (FSCOR) IS CALLED BY THE SUBROUTINE FSCORCC3
(FACTOR) TO COMPUTE FACTOR SCORES FOR NS SUBJECTS ON N FACTORS FSCOROC4

FROM M TESTS. THE CONCEPT WAS ADOPTED FROM A COOLEY-LOHNES FSCOROOS
PROGRAM. FSCOR0OOES
FSCOROO?

INTEGER DATCNT,DUM,I,ICON,ID(3),I1,IPRIN,ISTORE,IWIDE(d KoLU,LU2 FSCORCOB
INTEGER LU3,LU&L,LUS yLUS,LU7 yLUB,LUSyLUT0sMeNyND2ToNFLAG,NNN,NS FSCOROOS
INTEGER N1,N2,PR FSCORO1C
FEAL AVEFSC(15),CC€15,15),D0(15,15) ySUMFSCC15),V(15),VALUS,¥(15) FSCORO11
REAL X€15),Y€15),2¢15) FSCORO12

' FSCORO13

COMMON /ARRAY/ VALUS(S000) FSCORO14
CCMMON /INPT/ NS,DUM,ICON,IPRIN,PR(18),N1,N2,DATCNT FSCORC1S
CCMMON JUNIT/ LU,LU2,LU3,LU&,LUS,LU6,LU7,LUB,LU9,LUT0,IWIDE FSCORO1¢

. FSCORO17

WRITE (LU6,115) FSCOROD18

IF (NFLAGLEG.1) GO TO 107 FSCORO1S
REWIND LU9 FSCORO2C

_ FSCOR021

e s o o o o READ FACTOR MATRIX AND MULTIPLY IT BY ITS TRANSPOSE. FSCORO022
FSCORO22

DO 101 J=1,M FSCORO24
READ (LUD) (C(K,J),K=1,N) FSCORC2S

101 CONTINUE FSCOROD2¢
DO 102 J=1,N FSCORO27

DO 162 X=1,N ) FSCORO28
DCJyK)=0,.0 FSCORC2S

DO 1C2 I=1,m FSCORC3C

102 D(JoKI=DCJ,KI+CCI,I)*C(K,o1) FSCORC31
FSCORO32

e o o o o o INVERT THE MATRIX (D), FSCORO33
FSCORO34

CALL MATINV (N,D) FSCORC3S

DO 104 K=1,M FSCORO3¢

D0 103 J=1,N FSCORO3?
2€3)=0.0 FSCORC3E

DO 103 I=1,N FSCORO3S

103 28I)=2(I)4C(T1,KI*D(T,4) FSCORO4C



[N aNalal

OO

OO

(oW 2]

104

105

106

107
108

109

111

112
113

114
115
116
117

D0 104

120

I=1,N

C(IKI=Z2(D)

THE MATRIX (C) NOW CONTAINS COEFFICIENTS COMPUTED AS

(A *+ (CA-PRIME # A) INVERSE)) TRANSPOSE,

DO 105 J4=1,N
DO 105 K=1,m
IF (ARS(Y(K)).lLT.1.0E-30) Y(K)=1,0€30
ClJ,KI=CCI,KI/Y(K)
DO 1066 J=1,N
2(J4)=0.0
DO 1Cé K=1,M
20I)=2CI)+C(J4K)2UW(K)
REWIND LU9
WRITE (LU9) (ZCJI)3d=14N) o CCC(I4K) gI=T1,N)K=1,M)

RAW SCORE WEIGHTS ARE NOW IN MATRIX (C), AND CORRECTIONS

ARE IN ARRAY (2).

€0 TO 108
REWIND LU9
READ (LU9) (ZCI)yd=1,N)y ((CCIgK) yJ=T4N) ,K=1,M)

NNN=0

REWIND LUE
REwIND LUZ
REwWIND LU4
IF (NeLTe2) N=2
ND21=N*24+1

CALCULATE FACTOR SCORES AND AN AVERAGE FOR THE FACTOR

SCORES .

DC 109 J=1,N
SUMFSC(J)=0.0
AVEFSC(J4)=0.0

CONTINUE

DO 112 I=1,NS

REA

D

(LUB)Y (IDGJ)d=1,32,(XCJ),d=1,M)

DO 110 J=1,N

v

(J)=0.0

CO 110 K=1,M
VEII=VI)+C(J KD 2X(K)
DO 111 Jy=1,N

v

(3)=vs)-2(3)

SUMFSC(J)=SUMFSC(J)+V(J)
CALL GROUP (ID,NNN,V4NyND21,ISTORE)

IF (IPRIN.EQ.T.O0R.IPRIN.EQ.3) WRITE (LU6,116) (IDCII),II=1,3),

(V(J),3=1,N)
IF (IPRINCGE.2) WRITE (LUT0,114) CIDCII),II=1,3),(V(J), d=1,N)
WRITE (LU&G) (IDCJ),J=143)4ISTORE,(V(I) J=1,N)
DO 113 J=1,N
AVEFSCCI)=SUMFSC(J)/FLOAT(NS)
WRITE (LU6,117) (AVEFSC(JI)ydz1,N)
REWIND LU4
CALL GRUPN (NS4ND21,N)
REWIND LU
CALL PLOT (NSyNe2,1)

RETURN

FORMAT
FCRMAT
FORMAT
FORMAT

FORMATS USED IN THIS SUBROUTINE.

(3A4,13F5.2)

(1HO,6X 3 13HFACTOR SCORES/)
(6Xy3A643X,8F6427C18X,5F6.2))

(THO s 9X s 7HAVERAGE y4 X 3 8F6.2/(18X,5F64.2))

FSCORO41
FSCORO42
FSCORCLZ
FSCOROLS
FSCORO4LS
FSCORO&E
FSCORD4L?
FSCORO&SB
FSCORO4Y
FSCOROSC
FSCOROS51
FSCOROS?2
FSCORCS2
FSCOROS4
FSCOROSS
FSCOROS¢
FSCORGCS?
FSCOROS8
FSCOROSS
FSCORO6C
FSCORC61
FSCOROD62
FSCORCS3
FSCORC64
FSCORC6S
FSCOROGE
FSCORCG?
FSCORC6HE
FSCORC6S
FSCORQ?C
FSCORO?71
FSCORO72
FSCORO72
FSCORO74
FSCORO7S
FSCORO7¢
FSCORO77
FSCORC?78
FSCORO7?79
FSCORCSC
FSCOR081
FSCORO8Z
FSCOROS82
FSCORC84
FSCOROBS
FSCOROBE
FSCORO87
FSCORCBE
FSCORC8S
FSCORO9C
FSCORC9
FSCOR092
FSCORO093
FSCORO94
FSCOROSS
FSCOROGE
FSCORO9?
FSCORO98
FSCORCOS
FSCOR10C
FSCORT01
FSCORTC2
FSCOR103
FSCORT04
FSCORT0S
FSCOR106
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121

END

SUBROUTINE GROUP (ID,N,X,4ND,ND21,ISTORE)

e o » o THIS SUBROUTINE (GROUP) IS CALLED BY THE SUBROUTINE

FSCORT07
FSCORI08
GrROUPOO1
GRCUPOQ2
6RCUPCO?

(FSCOR) TO SORT VARIABLES INTO SECTORS WHICH ARE EQUAL AREAS ATGRCUPOO4

EACH EXTREME AND A MIDDLE ZONE.

INTEGER I,ID(3),ISTORE,IWIDE yJsKyKOUNT(27)
INTEGER L LU,LU2,LU3,LUS&,LUS,LUS,LU7,LUB,LU9,LUT0,NyND,ND21 kN

REAL C,CENT,EP,X(ND),2Z

COMMON /GQUAD/ C(9)

COMMON /UNIT/ LUZLU2,LU3,LU&4LUS,LU6,LU7,LUB,LU9,LUT0,IWIDE

ISTORE=0

e o o » CHECK PARAMETERS AT FIRST ENTRY.

IF (N.NE.O) GO TO 102
DO 121 L=1,ND21

KOUNT(L)=0
CONTINUE

o o o o VALUES OF CENT DETERMINES MIDDLE ZONE.

IF (ND.LE9) CENT=C(ND)
EP=1.C/FLOAT(ND)
EP=FLOAT(ND21)*+EP
IF (NDoGTe9) CENT=4.4/(2,0%EP)-0.5
DO 133 K=1,ND

IF (ABS(X(X)).GT.CENT) GO TO 104
CONTINUE
1=
GC To 107

e o o o CHECK FOR DOMINANT VECTOR.

Z2=0.0
DO 135 L=1,ND
IF ((ABS(X(L)))aLToZ) 60 TO 105
2=aB8S{x(L))
K=L
CONTINUE
NN=0
IF (X(K).GT.0.0) GO TO 106
NN=1
1=K*24NN
KOUNTC(I)=KOUNT(1)+1
N=KOUNT(I)

IF (NeGT<1250) WRITE (LU6,108) (ID(J),3=1,3),Xx(K)

IF (N.LE.1250) ISTORE=1
RETURN

e o o o FORMAT USED IN THIS SUBROUTINE.

GRCUPCOS
GRCUPCOE
6RCUPOO?
GROUPOOE
6RCUPOOS
GRCUPO1C
G6ROUPO11
6RCUPO12
GRCUPO13
GRCUPC14
6ROUPO1TS
GRCUPO16
6RCUPCT?
6RCUPO1E
6RCUPC1S
6RCUPO20
GRCUPO21
GRCUPC22
GRCUPQ22
GRCUPC24
GRCUPO2S
6RCUP026
6ROUPOR27
6rRCUPO28
6ROUPO2S
GRCUPO30
GRCUPO31
6RCUPO32
GRCUPO3Z
G6ROUPO34
GRCUPC3S
GRCUPO3¢
GROUPO3?
GRCUPC3E
GRCUPO39
GROUPCAC
GRCUPC4A1
6RCUPOL2
GROUPC43
GROUPO&L4
GRCUPC4S
6RCUPODLE
GRCUPO4?
GRCUPC4E
GRCUPC4S
6RCUPOSC
6ROUPOS1
GRCUPOS?2
GRCUPOSZ
6RCUPOS4

108 FORMAT (18H OVERFLOW OF CLASS,1X,T6HWITH OBSERVATION,1Xy3A4y2X y6HVGRCUPCSS

TALUE=,F12.4)

END
SUBRUUTINE GRUPN (NY,ND21,ND)

e o o« o THIS SUBROUTINE (GRUPN) IS CALLED BY THE SUBROUTINE
(FSCOR) TO EXTRACT DATA FROM DATA TAPE ACCORDING TO GROUP
ASSIGNMENT AND PERFORM SORT, KENDAL AND ORDER ANALYSIS ON EACH

GROUP.

GRCUPODSE
6ROUPOS?
GROUPOSE
6RLPNCO1
GRLPNOO2
6RUPNCO2
GRUPNOO&
GRUPNOOS
GRUPNOOE



101

102
1C3

104

105

107

1c8

122

INTEGER DATCNT,1,ICON,ID(3),IDD(3),16Z,IPRIN,ISORT,ISTORE,IWIDE
INTEGER J ¢JGRP K oKD sLBLyLUGLU2,L U3 LU&,LUS,LUS,LU?,LUB,LUT,LUIO0,M
INTEGER NCNT,ND,ND2,ND21 NFyNOBSyNS,NUMOBS,NY,N14N2 PR

REAL AVG,DATA(15),SUMSQ,V(15),X

COMMON /ARRAY/ X(1250),kD(€3,1250)

CCMMON /INPT/ NUMOBS ¢MyICONSIPRIN,PR(18) N1,N2,DATCNT
COMMUN /LABEL/ LBL(56)

COMMON /JUNIT/ LULLU2,LU3,LU&,LUS,LUG,LU7,LU8,LU9,LUT0,IWIDE

NS=NY
WRITE (LU6,111)
DO 1C8 ND2=1,ND21
NGBES=0
NCNT=0
REWIND LU2
REWIND LU&
REWIND LUS
162=ND2/2
DO 104 1I=1,NS
READ (LUB) (IDD(J)d=143),(DATACI) ,J=1,M)
READ (LU&L) (ID(JI)pJd=143),ISTOREL(V(J)J=1,ND)
1f (ISTORE.NE.ND2) GO TO 104
NOBS=NOBS+1

e o o o WRITE DATA VALUES ONTO INPUT DISK FOR KENDALL AND ORDER
ANALYSIS OF GROUPS,

WRITE C(LU2) C(IDD(J)3J=143),(DATACS) y2=1,M)
IF (ID(3).EQeC.OR.ID(3).EQ.LBL(R)) GO TO 104
NCNT=NCNT+1
IF (ND2.NE.1) GO TO 102
SUMSQ@=0.0
DO 101 J=1,ND
SUMSQ=SUMSG+V (J)*V(J)
X(NCNT)=SQRT(SUMSQ)
60 TO 103
X{NCNT)=V(162)
KDC1,NCNT)=1ID(1)
KDC(2,NCNT)=1ID(2)
KD(3,NCNT)=1ID(3)
CONTINUE
ISORT=1
162=162#2
IF (162.EQ.ND2) ISORT=0
IF (NCNT.6E«2) CALL SORT (NCNT,ISORT,AVG)
IF (ND2.EQ.1) WRITE (LU6,113)
IF (ND2.6T.7) JGRP=ND2-1
WRITE (LU&,109)
IF (ND2.EQ.1) GO TO 10S
NF=162/2
IF (ISORT.EQ.0) WRITE (LU6,114) JGRP,NF
IF (ISORT.EQ.1) WRITE (LU6,115) JGRP,NF
IF (NCNT.EQ.0) GO TO 107
DO 106 I=1,NCNT
WRITE C(LUG6,112) (KD(KoI)yoK=1,3),X(1)
CUNTINUE
IF (NCNT.G6E.2) WRITE (LU6,110) AVE
NUMOBS=NOBS
IF (NOPS.LT.2) 60 TO 108
IF (ND2.EQ.1) JGRP=0
CALL KENDAL (0,JGRP)
CALL ORDER (0,JGRP)
CONTINUE
REWIND LU2
NUMOBS=NS
RETURN

GRUPNQOO?
GRUPNOO®
GRUPNOOS
GRLPNC1C
GRUPNO11
GRUPNO12
GRUPNO13
GRUPNO14
GRLPNO1S
GRUPNO16
GRLPNO17
GRLPNO18
6RUPND19
6RUPNC2C
GRUPNC21
G6RUPNO22
GRUPNO22
GRUPNC24
GRUPNOD2S
GRUPNOD26
GRUPNOD27
GRUPNQO28
GRUPNO2S
6RUPNO30
GRUPNC31
GRUPNO32
GRUPNO33
GRLPNO34
GRUPNC3S
6RUPNO3¢
GRUPNO37?
GRUPNC38
GRLPNO3S
GRUPNO&C
GRUPNC&1
GRUPNO4?2
GRUPNO43
GRULPNOGLS
GRUPNO4LS
GRUPNO&LS
GRUPNO&7?
GRUPNC4 S8
GRUPNO4S
GRUPNOSO
GRUPNOS1
GRUPNOS?2
GRUPNOS3
GRUPNOS4
GRUPNOSS
GRUPNOS&
GRUPNOS?
GRUPNOS®
GRUPNOSS
GRUPNC&0
GRUPND61
GRUPNO62
GRUPNO62
GRUPNC6 4
GRUPNOG6S
GRLPNCO6E
GRLPNDG7?
GRUPNCKE
GRLPNCE9
6RLPNO?70
GRUPNCT71
6RUPNO72
GRUPNO73
GRUPNO74
GRUPNO7S
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e o o o« o« o FORMATS USED IN THIS SUBROUTINE. GRLPNKO76
GRUPNC?77

109 FORMAT (/1) GRUPNO7E
110 FORMAT (/10X,1GHAVERAGE = ,F13.3/) GRUPNO79
111 FORMAT (4S5H1 IDENTIFICATION OF INDIVIDUALS WITHIN GROUPS) GRLPNOBO
112 FORMAT (1H ,8X,3A4,F12.3) GRLPNOB1
112 FORMAT (31HOINDIVIDUALS CLOSEST TO AVERAGE) GRUPNCS82
114 FORMAT (6HCGROUP,2X 412 420H-=POSITIVE ON FACTOR,I2) 6RLPNOBZ
115 FORMAT (6HCGROUP,2X 412,20H-~NEGATIVE ON FACTOR,12) GRUPNCE 4
GRUPNCES

END GRLPNCEE
SUEROUTINE HIST (NUMCAT,CATEGS,RANVAL,XMAX,IFLAG) HIST 001
HIST 0C2

e o s o « o THIS SUBROUTINE (HIST) IS CALLED BY THE SUBROUTINE HIST 003
(LEVEL) TO PLOT A HISTOGRAM OF OCCURENCES OF A UNIQUE NUMBER HIST 004

OF VALUES AND PLOT THEM IN TERMS OF A PERCENTAGE OF THE TOTAL MHIST COS

NUMBER OF OBSERVATIONS FOR THIS PARTICULAR VARIABLE. HIST CO¢

HIST 007

INTEGER I, IFLAGIWIDE,JyKoLBLoLU,LU2,LU3,LUL,LUS5,LU6,LU7,LU8,LU9 HIST 008
INTEGER LU10,NUMCAT ,STAR HIST 00§
REAL CATEGS(13),PCT,RANVAL(13),XMAX HIST 01C
HIST 011

COMMGN /LABEL/ LBL(56) HIST 012
COMMON JUNIT/ LU,LU2,LU3,LU4,LUS,LU6,LU7,LU8,LU9,LUT0,IWIDE HIST 013
HIST C14

WRITE (LU&,102) HIST 01§
STAR=LEL(14) HIST 01¢

DO 131 I=1,NUMCAT HIST 017
WRITE (LU6,103) CATEGS(I) HIST 018
PCT=(CATEGS(I)/XMAX)*60.0 HIST 019
K=IFIX(PCT) HIST 02C

IF (K.GT.64) K=64 HIST 021

WRITE (LU6,104) RANVAL(I)(STAR,J=1,K) HIST 022

101 CONTINUE HIST C23
IF (IFLAG.EQ.1) WRITE (LU6,105) HIST 024
RETURN HIST (25
HIST 02¢

e o o o o o FORMATS USED IN THIS SUBROUTINE. HIST 027
HIST 028

102 FORMAT (1HO/1HC,S1H(PERCENTAGES REPRESENTED ABOVE THE INDIVIDUAL BHIST C2§
1ARS) /1) HIST 030
102 FORMAT (7X,1HI,Fb6.1) HIST 031
104 FORMAT (1X,F6.2,1HI,80A1/7X,1H1) HIST 032
105 FORMAT (THO,4H*#+%x% ,68HTHE VALUES PRINTED REPRESENT THE LOWER LIMITHIST 033
1 OF A RANGE OF VALUES IE/T1HO4SX,66HTHE RANGE FOR THE FIRST CATEGORHIST 034

2Y 1S-~=MAXVAL TO VALUE PRINTED ETC.) HIST 035
HIST 03¢

END HIST C37
SURROUTINE XENDAL (CCNTRL,JGRP) KENDLOO1
KENDLOO2

e o o o o o THIS SURROUTINE (KENDAL) IS CALLED BY THE MAIN PROGRAM KENDLOOZ
(FUBLIC) AND BY THE SUBROUTINE (GRUPN) TO COMPUTE KENDALLIS KENDLOOG
CONCORDANCE COEFFICIENT. KENDLOODS
KENDLOOG

INTEGER CCNTRL ¢DATCNT,I,ICON,ID(3),IDF,IPRIN,IWIDE,JyJGRP,KoLU,LU2KENDLCO?
INTEGER LUZ,LU4 LUS yLUG,LU74LUB,LUS,LUTOsM,NOBSyN1,N2,PR KENDLOOE
REAL CHISQyDATAC15) yKENCC,SUMMAT(TS) ,SUMSQ,XMEAN KENDLCOS
KEADLO1C

COMMON /INPT/ NOBS,M,ICON,IPRIN,PR(18),N1,N2,DATCNT KENDLO11
COMMON /JUNIT/ LU,LU24LU3LU&LZLUS,LU6,LU7,LU8,LUS,LUT0,IWIDE KENDLO12
KENDLO12

IF (CCNTRL.EQ.1) GO TO 101 KEXDLO14

WRITE (LU6,108) KENRDLOTS
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I1F (JGRP.GT.0) 60 TO 100 KENDLO16
WRITE (LUG6,114) (PRCID I=1,18),NT,N2,DATCNT KENDLO17?

60 TO 102 KEADLO18

100 WRITE (LUG6,113) JGRP(PR(I) I=1,18) N1 ,N2,DATCNT KEKDLO19
60 To 102 KENDLO20

101 wWRITE (LU6,109) KENDLC2Y
WRITE C(LUG6,110) (PRCIDI=1,18) yN1,N2yDATCNT KENDLO22
KENDLO23

e o o s o o CALCULATE SUM OF OBSERVATIONS FOR EACH VARIABLE. KENDLO24
KENDLO2S

12 ©0 103 1=1,M KENDLCR2¢
SUMMAT(1)=0.0 KENDLO27

102 CONTINUE KENDLO28E
REVIND LU2 KEADLO29

DO 105 I=1,NOBS KEADLO30
READ (LU2) (ID(K)X=1,3),(DATA(K) jK=1,M) KENDLO31

DO 104 J=1,M KENDLO32

SUMMAT (J)=SUMMAT (J)+DATAC(S) KENDLO33

104 CONTINUE KENDLC34
105 CONTINUE KEANDLO3S
KENDLO3¢

e o« o« o o o CALCULATE SUM OF SQUARES, AND KENDALLIS CONCORDANCE KENDLC3?
COEFFICIENT. KENDLO3S8
KENDLO3Y9

XVEAN=FLOAT(NOES*(M+1))/2.0 KENDLO4O
SUMSe=0.0 KENDLO&?

DO 106 I=1,» KENDLO42
SUMSQ=SUMSQ+ (SUMMAT (I)-XMEAN)* (SUMMAT(I)-XMEAN) KEADLOGZ

1C¢ CONTINUE KEADLOG&
KENCC=12.0*SUMSQ/FLOAT (NOBS*NOBS*» (M2MaM=-M)) KENDLO4S
KENDLO46

e o s o« o o PRINT NUMBER OF OBSERVATIONS, NUMBER OF VARIABLES, KENDLOG?
AND KENDALLIS CONCORDAMCE COEFFICIENT. KENDLOGLE
KENDLC4S

WRITE (LU&,111) NOBS,M,KENCC ' KEADLOSO
KENDLOS1

e ¢ o o o o CALCULATE AND PRINT THE CHI SQUARE AND DEGREES OF KENDLOS?2
FREEDOM IF THE NUMBRER OF VARIABLES IS GREATER THAN SEVEN. KENDLOS3
KENDLOS4

I1F (M.LE.?) 6O TO 107 KENDLOSS
CHISQ=FLOAT(Ma(NOBS=-1))*KENCC KENDLOSE
IDF=M=1 - KENDLOS?
WRITE (LU6,112) CHISQ,IDF KENDLOSE

107 REWIND LU2 KENDLOSY
RETURN ; KENDLC6C
KENDLOG?

e ¢ s« » o o FORMATS USED IN THIS SUBROUTINE. KENDLOG2
KENDLOOZ

108 FORMAT (1HO) KENDLCOG&
109 FORMAT (1H1) KEANDLO6S
110 FOR™AT (36H KENDALL CONCORDANCE COEFFICIENT FOR/1TH ,18A4/13H FOR VKENDLOGE
1ARIAELE,I3,17H THROUGH VARIABLE,I3,12H OF DATA SET,I3) KENDLOG?
111 FORMAT (23HONUMBER OF OBSERVATIONS,6X,14/20HCNUMBER OF VARIABLES,9KENDLOGE
TXo14/21HOFENDALL COEFFICIENT=,4X,F8.3) KENDLOGS

112 FORMAT (12HOCHI SQUARE=,F12.3,2X,3HFOR,14,19H DEGREES OF FREEDOM) KENDLC?7C
113 FORMAT (42H KENDALL CONCORDANCE COEFFICIENT FOR GROUP,14,3H OF/1H KEANDLO?1
1978A4/13H FOR VARIABLE,I3,17H THROUGH VARIABLE,I3,12H OF DATA SET,KENDLO?72
213) KEANDLO?73
114 FORMAT (S7H XENDALL CONCORDANCE COEFFICIENT FOR THE AVERAGE GROUP KENDLO74
10F/1H ,18A4/713H FOR VARIABLE,I3,17H THROUGH VARIABLE,I3,12H OF DATKENDLC?S

2A SETLI3) KENDLO7¢&
. KENDLO77
END ‘ KENDLO78

SUBROUTINE LEVEL LEVELOO1
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e« o o o THIS SUBROUTINE (LEVEL) IS CALLED BY THE MAIN PROGRAR
(PUBLIC) TO COMPUTE VARIOUS STATISTICS UPON SOME
OBSERVATIONS CONCERNING A PARTICULAR VARIABLE WITHIN THE
PRESENT DATA SET.

INTEGER DATCNT,I,ICON,ID(3),IFLAG,INUM(4L) ,INT1,IPRIN,ISMKNT,ITOP
INTEGER IWIDE J K oKOUNTHLBL LUZLU2,LU3,LU&,LUS,LUS,LU7,LUE,LUYS
INTEGER LUT0,M,MDLEPT,NOBSyNUMCAT,N1,N2,PR

REAL CATEG6S(13),DATA,KURTOS,MAXVAL,MEAN,MEDIAN,MINVAL,MODE,RANGE
REAL RANVAL(13),SKEW,STDDEV,STDERR,SUMXS,SUMXS2,SUMXS3

REAL SUMXS4,TOLR,TOTOBS,UPLIM,VALUS, VAR XINCMT, XK, ,XMAX,2Z

COMWON /ARRAY/ KOUNT(2500),VALUS(2500)

COMMON /INPT/ NOBS,M,ICON,IPRIN,PR(18),N1,N2,DATCNT

COM¥ON /LABEL/ LBL(56)

COMMON JUNIT/ LU,LU2,LU3,LU&,LUS,LU6,LU?,LU8,LU9,LUT0,IWIDE

EQUIVALENCE C(INUM(1),LBL(10))

IN1=NT

IF (IN1.6T.4) IN1=4

WRITE (LU6,120) (PR(CID,I=1,18),N1,INUMCINT) ,DATCNT
REWIND LUZ

o » » o CALCULATIONS OF VARIOUS STATISTICS IF NUMBER OF
OBSERVATIONS IS ONE.

IF (NOBS.GT.1) GO TO 101
READ (LU2) (IDCJ),J=1,3),DATA
FEDIAN=DATA

' MAXVAL=DATA

MINVAL=DATA
RANGE=0.0
MEAN=DATA
VAR=0,.0
STDDEV=0.0
STDERR=0.0
KURTOS=0.0
SKEw=0.0
MODE=DATA

WRITE (LU6,122)
60 TO 112
TOLR=,001

00 103 1=1,2500
KOUNT (1) =1

e ¢ o o COUNT THE NUMBER OF TIMES EACH DISTINCT VALUE OCCURS.

REWIND LUZ2
READ (LU2) (10(1)91=1'3)’DATA
¥r=1
VALUS (1)=DATA
D0 1G5 1=2,NOBS
READ (LUZ2) (ID(J)3J=143),DATA
DO 104 J=1,K "
IF (ARS(DATA-VALUS(J))GT.TOLR) GO TO 104
KOUNT(J)=KOUNT(J)+1
60 TO 105
CONTINUE
K=K+1
IF (KeGT.2500) 60 TO 106
VALUS(K)=DATA
CONTINUE
60 TO 107
TOLR=TOLR*10.0
60 T0 102

LEVELOO2
LEVELOO3
LEVELDOO%
LEVELOOS
LEVELOOG
LEVELOQ?
LEVELOO®
LEVELOOS
LEVELO10
LEVELO11
LEVELD12
LEVELO1Z2
LEVELO14
LEVELO1S
LEVELO16
LEVELO1?
LEVELO18
LEVELO19
LEVELO2C
LEVELO21
LEVELO22
LEVELO23
LEVELC24
LEVELO2S
LEVELO26
LEVELO27
LEVELO28
LEVELO2S
LEVELO30
LEVELO31
LEVELO32
LEVELO33
LEVELO34
LEVELO3S
LEVELO3¢
LEVELO3?
LEVELO38
LEVELO3S
LEVELO4O
LEVELO41
LEVELOG4?2
LEVELO43
LEVELOGLS
LEVELC4S
LEVELO4¢
LEVELO47
LEVELOAE
LEVELO&GY
LEVELOSC
LEVELOS1
LEVELOS?2
LEVELOS3
LEVELCS4
LEVELOSS
LEVELGSé
LEVELOS?
LEVELOSE
LEVELOSS
LEVELC6C
LEVELOG1
LEVELO6?2
LEVELO63
LEVELOG64
LEVELOGS
LEVELOGS
LEVELOG7?
LEVELOGS8
LEVELO69
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e o o o SORT DISTINCT VALUES FROM LOW TO HIGH.
CALL SORT1 (X)

e o o« o CALCULATE THE PEDIAN, RANGE, MAXIMUM AND MINIMUM VALUE
OF THE OBSERVATIONS.

MAXVAL=VALUS (K)
MINVAL=VALUS (1)
RANGE=MAXVAL-MINVAL
MDLEPT=NOBS/2+1
ISPKNT=0
DO 168 1=1,K
ISMENT=ISMKNT+KOUNT (1)
IF (ISMKNT.GE.MDLEPT) GO TO 109
CCNTINUE
MEDIAN=VALUS(I)

e« o o o CALCULATE THE MEAN, VARIANCE, STANDARD DEVIATION AND
STANDARD ERROR OF THE OBSERVATIONS, ALONG WITH THE SUM OF
OESERVATIONSy SUM OF OBSERVATIONS SQUARED, SUM OF
OBSERVATIONS CUBED, AND SUM OF OBSERVATIONS TO THE FOURTH.

SuUvMusS=0.0
Sumxs2=0.0
SUMXS2=0,0
SUMXS4=0.0
pC 110 I1=1,K
Z=VALUS(])
XK=FLOAT(KOUNT(I))
SUMXS=SUMXS+Z*XK
1=1+27
SUMXS2=SUMXS2+4Z*XK
SUMXS3=SUMXS3+Z+#VALUS(I)*XK
1=7»7
SUMXSL=SUMXSL+Z2XK
CONTINUE
MEAN=SUMXS/FLOAT(NOBS)
TOTOBS=FLOAT(NOBS)
VAR=(SUMXS2~((SUMXS*SUMXS)/TOTOBS))/(TOTOBS-1.0)
STDDEV=SQRT(VAR)
STDERR=STDDEV/SQRT(TOTOBS)

e o« o o COMPUTE KURTOSIS, SKEWNESS, AND MODE OF THE OBSERVATIONS.

LEVELOTO
LEVELC?1
LEVELO72
LEVELO?73
LEVELC74
LEVELO?S
LEVELO7¢
LEVELO?7?
LEVELO?7¢E
LEVELO?S
LEVELO8O
LEVELOS81
LEVELCE?
LEVELCE2
LEVELCB4
LEVELCES
LEVELOR¢
LEVELO8?
LEVELCBE
LEVELOBS
LEVELCSC
LEVELCY91
LEVELO92
LEVELO92
LEVELO94
LEVELOY9S
LEVELCSE
LEVELC9?
LEVELCY9E
LEVELO9S
LEVEL10C
LEVEL101
LEVEL10?
LEVEL102
LEVEL104
LEVEL10S
LEVELT0E
LEVEL107?
LEVEL108
LEVEL10S
LEVEL110
LEVELT11
LEVELT12
LEVEL113
LEVEL114

KURTOS=C(SUMXS4~(4 . 0*MEAN*SUMXS3) 4+ (6. 0*SUMXS2#MEANAMEAN)-(~0*TOTOBLEVELT1S

TSAMEAN*2L)+MEAN**4L) /(STDDEV224+TOTOBS)~3,.0

LEVEL11¢€

SKEW=(SUMXS3-3.0+*TOTOBSAMEAN*2343 ,0+MEAN*SUMXS2-MEAN*23)/(TOTOBS*SLEVEL117

1TDDEV#*23)

e« o o o FIND THE VALUE OCCURRING THE MOST TIMES.

1=1

ITOP=KOUNT(1)

DO 111 J=2,X
IF (ITOP.GT.KOUNT(J)) GO TO 111
ITOP=KOUNT(J)
1=J

CONTINUVE

MODE=VALUS(I)

e o o o OUTPUT STATISTICS ABOUT VARIABLE BEING PROCESSED.

LEVEL118
LEVEL11S
LEVEL120
LEVEL121
LEVELT22
LEVEL122
LEVEL12¢4
LEVEL125
LEVEL12¢
LEVEL127
LEVEL128
LEVEL129
LEVEL13C
LEVEL131
LEVEL132

112 WRITE (LU6,121) MEAN,VAR,STDDEV,STDERRySKEWKURTOSyMODE,MEDIAN,RANLEVEL133

16E,PINVAL ¢MAXVAL

IF (NOBS.LE.1) RETURN

LEVEL134
LEVEL13S
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LEVEL136

e o o o o o COMPUTE THE PERCENTAGE THAT EACH UNIQUE VALUE OCCURS IN LEVEL13?
THE TOTAL NUMBER OF OBSERVATIONS BY DETERMINING THE NUMBER LEVEL138

OF DISTINCT VALUES OCCURRING AND IF GREATER THAN 13 DIVIDE THE LEVEL13S

RANGE INTO 13 AREAS. LEVEL14C
LEVEL141

NUMCAT=K LEVEL142
XMAX=0.0 LEVEL143
1FLAG=C LEVEL144

DO 113 I=1,13 LEVEL14S
CATEGS(1)=0.0 LEVEL14¢

112 CONTINUE LEVEL147
IF (NUMCAT.LE.12) GO TO 116 LEVEL148
LEVEL14S

e « s o o o NUMCAT IS GREATER THAN 13 THEREFORE THE RANGE OF THE LEVEL15C
VALUES IS DIVIDED INTO 10 CATEGORIES. LEVEL151
LEVELT52

XINCMT=RANGE/10.0 LEVEL1S52
NUMCAT=10 LEVEL154
IFLAG=1 : LEVEL1SS
LEVEL156

e » o o o o NOW THE NUMBER OF CATEGORIES HAS BEEN CUT TO 10 AND LEVEL157
ARKRANGED TOGETHER ARE THOSE OBSERVATIONS FALLING WITHIN EACH LEVEL158
CATEGORY. LEVEL15¢9
LEVEL16C

UPLIM=MAXVAL LEVEL161

DO 115 1=1,10 LEVEL162
UPLIM=UPLIM=-XINCMT LEVELT62

DC 114 J=1,K LEVEL164

IF (VALUS(J).LE.UPLIM) GO TO 114 LEVEL1¢ES
CATEGS(I)=CATEGS(I)+FLOAT(KOUNT(J)) LEVEL166

KOUNT (J)=0 LEVEL167

114 CONTINUE LEVEL168
RANVAL (I)=UPLIM LEVEL16S

115 CONTINUE - LEVEL17C
GO TOo 118 LEVEL1?1

116 J4=1 LEVEL172
DO 117 I=1,K LEVEL173
CATEGS (J)=FLOAT(KOUNT(I)) LEVEL174

RANVAL (J)=VALUS(I) LEVEL17S

J=J+1 LEVELT76

117 CONTINUE LEVEL17?77
LEVEL178

e o o« o o o COMPUTE PERCENTAGES. LEVEL179
LEVEL18C

118 DC 119 I=1,NUMCAT LEVEL181
CATEGS(I)=(CATEGS(I)/TOTO0BS)*100.0 LEVEL182

IF (CATEGS(I)oGToXMAX) XMAX=CATEGS(I) LEVEL183

119 CONTINUE LEVEL184
CALL HIST (NUMCAT,CATEGS  RANVAL ¢XMAX ,IFLAG) LEVEL185
REwWIND LUZ2 LEVEL18¢
RETURN LEVEL187
LEVEL18E

e o o o » o FORMATS USED IN THIS SUBROUTINE. LEVEL18¢
LEVEL19C

12C FORMAT (T1HT1,5%X,18HLEVEL ANALYSIS FOR/1X,18A4/1H SX,8HFOR THE ,I2,LEVEL191
1A2,21H VARIABLE OF DATA SET,13) LEVEL192

121 FORMAT (1HO, 10X, 4HMEAN 416X 4FBo2/1HO 10X 48HVARIANCE 12X 4F82/1HO,TOLEVEL193
1TXy1°HSTANDARD DEVIATION,2X,FBe2/1THO, 10Xy 14HSTANDARD ERROR,6X ¢FB.2/LEVEL194
21HO y 10X y BHSKEWNESS 312X ¢ FBe2/THO, 10X o 8HKURTOSIS 12Xy FBo2/1H0, 10X, 4HLEVEL19S
IMODE 16Xy FBe2/1HO s 10X g SHMEDIAN 914X 3 F802/1H0 10Xy SHRANGE 9 15X, F8.2/1LEVEL19¢

LHO, 10Xy 7THMINIMUM 413X, F8.2/1HO, TCX s 7HMAXIMUM 13X ,F8.2) LEVEL197
122 FORMAT (1HO,40HTHE NUMBER OF OBSERVATIONS IS EQUAL TO 1/1HO,3B8HTHELEVEL198
TREFORE NO HISTOGRAM WILL BE PRINTED) LEVEL19S
LEVEL20C

END LEVEL201
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102
102
104

105
106

107

108
1C9

128

SUBROUTINE LOAD (MyKoV,4R)

e o o o THIS SUBROUTINE (LOAD) IS CALLED BY THE SUBROUTINE
(FACTOR) TO COMPUTE A FACTOR MATRIX FROM EIGENVALUES AND
ASSOCIATED EIGENVECTORS.

INTEGER I4J9JdJ Kol oM
KEAL R(120),5Q,vV(15)

L=0

Jy=C

DO 101 J=1,x
JI=dd+d

SG=SQART(RCIY))
DO 101 1=1,=

L=L+1
vIiL)=sQ=v (L)
RETURN

END .
SUSROUTINE MATINV (M,A)

e o o o THIS SUBROUTINE (MATINV) IS CALLED BY THE SUBROUTINE
(FSCOR) TO COMPUTE THE INVERSE OF MATRIX (A) BY THE GAUSS
JORDAN METHOD.

INTEGER I,ICOLLINDC15,2),IPVT(15),IROW,J4KoL,yLT1,N
REAL AC15,15) ;AMAX4PVT(15),SWAP

DO 1CT1 J=1,M
1PVT(I)=0
DO 114 I=1,M

e o o o SEARCH FOR THE PIVOT ELEMENT.

AMAX=0.0
D0 106 J=1,M
IF (IPVTCI)-1) 102,106,102
DO 105 K=1,M
IF (I1PVT(K)-1) 103,705,118
TF (ABSC(AMAX)-ABSCA(J,K))) 104,105,105
IROW=J
ICOoL=K
AMAX=A(J,K)
CONTINUE
CONTINUE
IPVTCICOL)=IPVT(ICOL)+1

e o o o INTERCHANGE THE ROWS TO PUT THE PIVOT ELEMENT ON THE
DIAGONAL.

IF C(IRCW-ICOL) 107,109,107
DO 108 L=1,Mm
SWAP=A(IROW,L)
ACIROW,L)=ACICOL,L)
ACICOL L) =SWAP
IND(I,T)=IROW
IND(I,2)=1COL
PVT(I)=A(ICOL,ICOL)

e o« o o DIVIDE THE PIVOT ROW BY THE PIVOT ELEMENT.

ACICOL,ICOL)=1.0

DO 111 L=1,m
IF (ABS(PVT(I)).LT.1.0€E-30) 60 TO 110
ACICOL,L)=ACICOL,L)/PVT(Y)

LOAD 001
LCAD 002
LCAD 00
LCAD 004
LCAD COS
LCcAD 00¢
LOAD 007
LCAD 008
Lcap COS
LOAD 010
LcAD 011
Lcap 012
LCAD C12
LCAD 014
Lcap C15
LCAD C16
LCAD 017
LCAD 018
LOAD 019
LCAD 02C
MATNVOO1
MATNVOC2
MATNVOO3
MATNVCO4
MATNVOOS
MATNVOOS
MATNVOO?
MATNVCCE
MATNVCCS
MATNVO1C
MATNVC119
MATNVO12
MATNVO12
MATNVC14
MATINVO1S
MATNVC1¢
MATINVO17
MATNVO18
MATNVO1S
MATNVO2C
MATNVC21
MATNVO22
MATNVOR22
MATNVO24
MATNVO2S
MATNVC2¢
MATNVO27
MATNVO2E
MATNVO026
MATNVO30
MATNVO31
MATNVO32
MATNVO32
MATNVO34
MATNVC3S
MATNVO36
RATNVO37
MATNVO3E
MATINVC3S
MATNVOS4C
MATNVOG1
MATNVOA?2
MATINVO4Z
MATNVCG &
PATNVO4S
MATNVOALE
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110
1m

112

112
114

116
117
11¢&

101
102

103

104

129

60 T0 111
ACICOL,L)=0.0

CONTINUE

e REDUCE NON=-PIVOT ROWS.

DO 114 L1=1,M

1F

(L1-ICOL) 112,114,112

SwAP=A(L1,ICOL)

DO

113 L=1,M

ACLT,L)=ACLT,L)-ACICOL,L)*SUAP
CCNTINUE

e INTERCHANGE THE COLUMNS.

b0 117 1=1,Mm
L=n+1-1

IF

CINDCL1)=-IND(L42)) 115,117,115

IROW=IND(L¢1)
ICOL=IND(L,2)

1Y

116 x=1,m
SWAP=A(X,IROW)
A(K,IROW)=A(K,ICOL)
A(K,ICOL)=SWAP

CONTINUE
CONTINUE

RETURN

END

SUEROUTINE ORDER (CCNTRL,JGRP)

» THIS SUBROUTINE (ORDER) IS CALLED BY THE MAIN PROGRAM

(PUBLIC) AND THE SUBROUTINE (GRUPN) TO CONSTRUCT A SINGLE RANK
ORDER FROM M VARIABLES WITH NS OBSERVATIONS WITH UNSATISFIED
PREFERENCES GIVEN ADDITIONAL WEIGHT. RANKS ARE DETERMINED

BY

MAJORITY HIGH OR MOST COMMON LOW.

INTEGER CCNTRL,DATCNT,I,ICON,ID(3),I0BJ,IPRIN,IRANK(15),INIDE,J
INTEGER JFLAG,JGRPJHyJHIGH ;JLyJLOWoJIX,JZ KHIGH ,KLOW,LLA,LLB4LSAV
INTEGER LU,LU2,LU3,LU4,LUS,LU6,LU7)LUB,LU9,LUTO0,M,MAI,MAXKNT(15)
INTEGER MINKNT(15) ;MM NS NXyNZyNT1,N2,PR

REAL DATA(15)

CCMMON /INPT/ NSyM,ICON,IPRIN,PR(18),N1,N2,DATCNT
COMMON /UNIT/ LU,LUZ2,LU3,LU&,LUS,LU6,LU7,LUB,LU94LUT0,IWIDE

IF (CCNTRL.EQ.1) GO TO 102

WRITE

(LU6,122)

IF (JGRP.GT.0) GO TO 101

WRITE
GO0 YO
WRITE
60 TO
WRITE
WRITE

102

(LU6,128) JGRP,(PR(IDI=1518)4,NT1,N2,DATCNT
103

(LU6,123)

(LU6,124) (PR(IDXI=1,18),N1,4N2,DATCNT

o SET COUNTERS AND DEFINE MASS STORAGE UNITS.

LLB=LU7?
LLA=LU3

JH=M2]
JL=0
NX=NS

DO 104 J=1,m
IRANK (J)=0

RATNYVO4L?
MATRVOSR
MATNVOLS
MATNVOS50
MATNVOST
MATNVOS52
MATNVOS2
®ATNVCS4
MATNVOSS
PATNVCSE
MATNVCS?
MATNVOSS
MATNVOSS
MATNVCED
MATNVCOT
MATNVO62
MATNVO6Z
MATNVOG4
MATNVC6S
MATNVOGE
MATNVO67?
MATNVO6E
MATNVCGES
MATNVO70
MATNVO?71
MATNVO72
MATNVO?73
MATNVCT74
MATINVC?S5
MATNVO7¢
ORDEROOD1
ORDEROC?2
ORDEROO3
ORDEROOA
ORDEROOS
ORDERCCé
ORDEROO?
ORDERLOE
ORDEROOS
ORDERO10
ORDERD11
ORDERO12
ORDERO13
ORDERO14
ORDERO1S
ORDERO16
ORDERO1?7
ORDERCO18
ORDERO1S
ORDERO2C
ORDERO21
ORDERO22
ORDERO23
ORDERO24
ORDEROZ2S
ORDERO26
ORDERC27
ORDERQO28E
ORDERO29
ORDERO3C
ORDERC3I
ORDERO32
ORDERO33
ORDERO34
ORDERO3S
ORDERO3¢
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e o o o BEGINNING OF RANKING LOOP,

MM=M=-1

DO 118 JX=1,mMm
PEWIND LLB
REWIND LLA
REWIND LU2
pO 105 J=1,m

MINKNT(J)=0

MAXKNT (J)=0

e« o o o READ DATA FROM LU2 OR LLB.

DO 111 I=1,MX
MAJ=T4NX/2
IF (1.6T.NS) GO TO 106
READ (LU2) (ID(J)ed=143),(DATA(I) gi=1,H)
60 T0 107
READ (LLB) (DATA(JI),d=1,M)

e o o o DELETE ANY VARIABLES ALREADY RANKED.

¥HIGH=0
KLOW=M+1
DO 110 J=1,M
IF (IRANK(J).GT.0) GO TO 110

o ¢ o o CHECK FOR MOST PREFERRED OR LEAST PREFERRED ITEM.

IF CINT(DATACJ)).LT.KHIGH) GO TO 108
JHIGH=J
KHIGH=INT(DATA(J))
IF (INTCDATACJ)).GT.KLOW) GO TO 109
JLOW=Y :
KLOW=INT(DATA(J))
IF (JHIGH.GT.C) 60 TO 110
WRITE (LU6,127) 1,4
REWIND LU2
RETURN
CONTINUE
MAXKNTCJHIGH) =MAXKNTC(JHIGH) +1
MINKNTCILOW)I=MINKNT(JLOW)+1
CONTINUE
KHIGH=(
YLow=0
DO 112 J4=1,m
IF C(IRANK(J).GT.0) GO TO 112
IF (MAXKNT(J) GT.KHIGH) JHIGH=J
IF (MAXKNT(J) cGT.KHIGH) KHIGH=MAXKNT(J)
IF (MINKNTCJ) .GTKLOW) JLOW=J
IF (MINKNT(J)eGToXLOW) KLOWSMINKNT(J)
CONTINUE
JFLAG=JHIGH
IF (KHIGH.GE «MAJ) JH=JH-1
IF (KHIGH.LT.MAJ) JFLAG=JLOW
IF (KHIGHLT.MAJ) JL=JL+1

e o o o REVIEW DATA ON LU2 AND LLB TO CHECK AGREEMENT WITH
HIGH OR LOW.

REWIND LUZ
REWIND LLSB
REWIND LLA
NZ=0

00 117 I=1,NX

ORDERQ3?
ORDERO3E
ORDERO3S
ORDERO4C
ORDERO41
ORDERO&2
ORDERO&Z
ORDEROL4
ORDERO4S
ORDERC4E
ORDERO4L7
ORDERC4E
ORDERC4S
ORDERCSC
ORDERCS1
ORDERCS?2
ORDEROSZ2
ORDEROS54
ORDERCSS
ORDEROSE¢
ORDERCS?
ORDERCSE
ORDERCSS
ORDEROGC
ORDERCE?
ORLEROG62
ORDERC63
ORDEROGS
ORDERCES
ORDERCGE
ORDERC67
ORDERCGE
ORDERCES
ORDERO70
ORDERC71
ORDERO72
ORDERO72
ORDERO74
ORDERO?7S
ORDERO7¢
ORDERQ?7?
ORDERC78
ORDERO7S
ORDEROSC
ORDERO81
ORDEROS2
ORDERO82
ORDERCE4
ORDERO8S
ORDERO86
ORDERO87
ORDER(CS8E
ORDERO8S
ORDEROY9C
ORDERO91
ORBERO9?2
ORDERO9Z
ORDERO94
ORDERCSS
ORDERCYE
ORDERCS?
ORDER(OSE
ORDERCY9
ORDER1I0C
ORDER101
ORDER102
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IfF (1.6T.NS) 60 70 113 ORDER103

READ (LU2) (IDC(J)oJ=1,3),(DATACI) yi=1,R) ORDER104

60 TO 114 ORDER10S

113 READ (LLB) (DATACJ) ,d=1,M) ORDER10¢
ORDER10?

e o » o o o 1F DATA DOES NOT AGREE WITH HIGH OR LOW, WRITE ON LLA. ORDERI08
ORDER109

114 108J=0 ORDER11C
PO 116 J=1,M ORDER111

IF (IRANK(J).6T.0) G0 TO 116 ORDER112

IF (JFLAG.NE.JHIGH) 60 TO 115 ORDER113

IF CINT(DATA(CJI)).GT.JH) 10BJ=1 ORCER114

GO0 TO 116 ORDER115

115 IF CINT(DATA(JI)).LT.JL) 10BJ=1 ORDER11¢
116 CONTINUE ORDER117
IF (10BJ.EQ.0) 60 TO 117 ORDER118

NZ=NZ+1 ORDER11S

WRITE (LLA) (DATA(JZ),J4Z=1,M) ORDER120

117 CONTINUE ORDER121
. ORDER122

e« o o o o o REVERSE FILE DESIGNATORS AND INCREMENT COUNTERS. ORPER122
ORDER124

NX=NZ+NS ORDER12S
LSAV=LLA ORDER12¢
LLA=LLSB ORDER127
LLB=LSAV ORDER128
IRANK(JFLAG)=JH ORDER129

IF (JFLAG.EQ.JLOW) IRANK(JFLAGI=JL ORDER13C

11 CONTINUE ORDER131
DO 119 J=1,m ORDER132

TF (IRANK(J).EQ.0) IRANK(JI=JH=-1 ORDER133

119 CONTINUE ORDER134
DO 120 J=1,M ORDER13S

120 IRANK(I)I=(M+1)-IRANK(J) ORDER136&
WRITE (LU6,125) ORDER137

DO 121 J=1,M ORDER138
I1=N1-14J ORDER139

WRITE (LU6,126) I,IRANK(J) ORDER14C

121 CONTINUE ORDER141
REWIND LU2 ORDERT42
RETURN ORDER143
ORDER1T44A

e o o« o o » FORMATS USED IN THIS SUBROUTINE. ORDER14S
ORDER14¢

122 FORMAT (1HO) ORDER147
123 FORMAT (1H1) ORDER148
124 FORMAT (19H ORDER ANALYSIS FOR/1X,18A4/13H FOR VARIABLE,I13,17H THRORDER14S
10UGH VARIABLE,I3,12H OF DATA SET,I3) ORDER1SC
125 FORMAT (29HOVARIABLES ORDERED AS FOLLOWS/9HOVARIABLE,SX,4HRANK) ORDER151
126 FORMAT (1H ,16,110) ORDER152
127 FORMAT (24HO#*#*» ILLEGAL DATA FOUND/15X,1SHOBSERVATION NO<,I10,16HORDER1S3
1AND VARIABLE NOe,14) ORDER154
12 FORMAT (25H ORDER ANALYSIS FOR GROUP,I&,3H OF/1X,18A4/13H FOR VARIORDER1SS
1ABLE,I3,17H THROUGH VARIABLE,I3,12H OF DATA SET,13) ORDER1S ¢
129 FORMAT (40H ORDER ANALYSIS FOR THE AVERAGE GROUP OF/1X,18A4/13H FOORDER157
1R VARIABLE,I3,17H THROUGH VARIABLE,I3,12H OF DATA SET,I3) ORDER1S8
ORDER1S9

END ORDER16C
SUBROUTINE PLOT (N,MQ,KF,PFLAG) PLCT 001
PLOT 002

e o o« o s o THIS SURROUTINE (PLOT) 1S CALLED BY THE SUBROUTINES PLCT 002
(EXTRM, FACTOR, AND FSCOR) TO PLOT THE DATA ELEMENTS ON THE PLOT CO&

DISK (LU&). PLCT 005

PLOT 006

INTEGER IoIAGIBoIDCA) I14IT1,I1QIKoIWIDE 3JoddpdJdpddQ@yKyKEKF PLOT 007
INTEGER KGoKJoKMyKN gKOUNT oL oLBLpLLLUsLU24LU34LUGHLUS,LUGLU? PLOT 008
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INTEGER LUEB, LU yLUTO0 M MDLINE MM, MMQ,MQ N NNNyPFLAGXX(61,67)
INTEGER XXN(4)
REAL CoDATA(15),VALUS,X(2500,2)XNUNM(?)

COMMON /ARRAY/ VALUS(5000)

COMMON /LABEL/ LBL(S56)

COMMON /QUAD/ C(9)

COMMON JUNIT/ LUSLUZoLU3,LU& LUS,LUS,LU7,LUB,LU9,LUTC,IVIDE

EQUIVALENCE (VALUS(1),%x(1,1))
e o o« o READ IN DATA FROM MASS STORAGE.

MvYQ=MQ
IF (MMQ.GTe4) MMQ=4
NNN=N
IF (NNN.GT.2500) NNN=2500
11e=MQ@-1
I1F (I1G.GT.3) 11Q=3
DO 116 1=1,118
JJO=1+1
00 116 J=JJo,MMQ
MDLINE=1
1F (KFsEQe2eANDMQ.LE-9) MDLINE=2
REWIND LU&
DO 103 I1I=1,NNN
I1F (PFLAG.NE.1) GO TO 101
READ (LU&L) (ID0CJJJ)4Jdd=1,4),(DATACIII) JJII=1,MQ)
GO TO 102
READ (LU&G) (IDCJJJIIJdId=1,3),(DATACIII) yJJJ=1,MQ)
X(1I1,1)=D0ATAC(])
XC(II1,2)=DATAC(J)
CONTINUE

e o« o o ESTABLISH SYMBOLS FOR THE LEGENDS AND INIVIALIZE PLOT
SPACES TO BLANKS.

XXNC1)=LRL(22)

XXN(2)=LBL(21)

XXN(3)=LBL(20)

XXNC(L)=LPL(29)

DO 104 x=1,7

XNUM(K)=K~4&

DO 105 M=1,67

D0 105 L=1,61
XX(L,M)=LBLC(19)

CONTINUE

e o o o DEVELOP MAIN BORDERS FOR PLOT.

D0 106 r=2,60

DO 106 L=1,61,30
LL=L+E
MMM+
XX(M,LL)=LBL(17)
XX(L,MM)=LBL(1?)

CONTINUE

o o o o DEVELOP MID LINE BORDERS IF DESIRED.

IF (MDLINE.LE.1) 60 TO 108

KE=20

IF (MDLINE.EQ.2) KE=INT(10.00¢(C(MQ)*,05))22
Kk6=40

IF (MDLINE.EQ.2) KG=KE

DO 107 KNZKE.KG,KE

PLOT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLOT
PLOT
PLOT
PLCT
PLCT
PLOT
PLCT
PLOT
PLCT
PLOT
PLCT
PLOT
PLCT
PLOT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLCT
PLOT
PLOT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLOT
PLOT

00§
010
011
012
013
014
015
01é
017
c18
01¢
020
C21
622
023
024
Cces
02¢
027
028
02%
03C
C31
032
033
C34
035
C3¢
c37
C3¢g
039
C4C
041
042
043
Cak
045
04¢
047
048
04§
050
051
0s2
053
054
C5S
056
CS7
ose
0ss$
06C
061
cé2
062
064
Cé5S
06¢
067
o6e
06S
07C
071
072
073
074
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Do

133

KM=31eKN/2
KJ=sKM=KN

107 mMM3KJ KM, KN
107 M=KJ KM
L=v4s

LL=MN+§
XXC(MaLL)=LBL(1?)
XX(“M,L)=LBL(17)

CONTINUE

« ADD THE PLUS SYMBOL AT WHOLE NUMBER INTERVALS OF PLOT

BORDERS.

Do
Do

109 m®=1,61,10
109 L=1,61,30
LL=L+6

MM=Me 6
XX(myLL)=LBL(18)
XX(L,MM)=LBL(18)

CONTINUE

po

« ADD LEGEND FOR VERTICAL (Y) AXIS.

110 M=1 '61’10
XX(My6)=LBL(29)
XX(Ms7)=LBL(17)

IF (M,GT.22) XX(My1)=LBL(16)

CONTINUE

L=
(1Y}

G

111 %=1,31,10
L=L#1

LL=¢é2-M
XX(P,2)=XXNCL)
XX(LL,2)=XXN(L)

CONTINVE

« s o o PLOT ALL POSSIBLE PAIRS OF VECTORS.

IA
18
IF

=1
=NNN

(KF.NE.3) GO TO 112

KOUNT=0

IA=Z«1-1

=IA+1

18
Do

113 1Kk=1A,1I8
JI=(X(IK,1)43,1)210.046.0
II=‘-X(IK.2)’3.1 )‘1000

IF (WJeLTW?7) Q=7

IF (JJGTa67) 34=67

IF (I11.6T.61) I1=61

CALL SYMB (XX ,4II143JJ4KF,1IK)

CONTINUE

1F
1F

TA=2%)=-1

16=1A+1

(KF.NE.3) GO TO 114
(KOUNT.GT.0) 60 TO 114

KOUNT=1

GO

T0 112

e ADD LEGEND TO HORIZONTAL (X) AXIS.

WRITE (LU6,117) (XNUM(JIJ) ,33=1,7)

Do

115 mM=1,61

WRITE (LU6,118) (XX (M,JJ00),40321,67)
WRITE (LU6,119) 1,9

PLOT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLCT
PLOT
PLOT
PLCT
PLOT
PLCT
PLOT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLCT
PLOT
pPLCT
PLCT
PLOT
PLCT
PLOT
PLCT
PLOT
PLOT
PLCT
PLOT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT
PLCT
PLCT
PLOT
PLOT

07s
07¢
077
cre
o7s¢
cscC
081
082
c83
ces
ces
086
cav
cesg
c89
09C
091
092
093
094
C9s
09¢
€97
ot
09¢
10C
101
102
102
1C4
105
10¢
107
108
109
11C
11
112
112
114
115
11¢
117
118
11§
120
121
122
123
124
125
12¢
127
128
12%
13C
131
132
133
134
135
136
137
138
139
146
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134

IF (KF.EQ.1) WRITE (LUG6,120)
I1F (KF.EQ.2) WRITE (LU6,121)
IF (KFsEQ@e3) WRITE (LU6,122)
CONTINUE
RETURN’

e o o o FORMATS USED IN THIS SUBROUTINE.

FORMAT (THT1 45X ,6(Fhoe146X),Fb.1)
FORMAT (2X,67A1)

PLCT
PLOT
PLCT
PLCT
PLCT
PLCT
PLOT
PLCT
PLCT
PLCT

FORMAT (10Xo6HFACTOR I3 42X427HIS ON THE X=AXIS AND FACTOR,I3,2X,16PLCT

1HIS ON THE Y=-AXIS)
FCRMAT (1H ,10X,30HLETTERS REPRESENT THE VARIABLE)

PLCT
PLCT

FORMAT (1H ,10X,53HNUMPERS REPRESENT NUMBER OF INDIVIDUALS AT EACHPLCT

1 POINT)
FORMAT (1H ,10X,35HLETTERS REPRESENT EXTREME POSITIONS)

END
SUBROUTINE SORT (N,ISORT,AVG)

s« » o o THIS SUBROUTINE (SORT) IS CALLED BY THE SUBROUTINE

PLCT
PLCT
PLCT
PLCT
SORT
SORT
SORT

(GRUPN) TO SORT THE IDENTIFICATION FIELDS AND FACTOR SCORES FORSCRT

EACH GROUP. THEN CALCULATE THE AVERAGE FOR THE FACTOR SCORES.

INTEGER IosII yISORT KD 9gKKD¢KKFoKKG9KKKyL oNyNN
REAL AVGoSUMX,XX

COMMON /ARRAY/ Xx(1250) ,kp(3,1250)

e » o o SORT OF FACTOR SCORES AND THEIR IDENTIFICATION FIELDS.

AN=N
DO 102 KKK=1,N
IF (NN.EQ.1) GO TO 102
NN=NN-1
DO 101 I=1,NN
11=1+1
IF (X(I)eGTeX(II)eAND.ISORT.EQ.0) GO TO 101
IF (XCI)elLTeX(II).AND.ISORT.EQ.1) GO TO 101
xXX=x(1)
x(1)=x(11)
X(I1)=XxX
KKD=KD(1,1)
KKF=KD(2,1)
KD(1,1)=KD(1,11)
KD(24,1I)=KD(2,11)
KD(3’I)=KD(3|II)
KD(1,11)=KKD
KD(2,1X)=KKF
KD(3,11)=KKG
CCNTINUE
CONTINUE

e« o o » SUM THE FACTOR SCORES AND CALCULATE THE AVERAGE FOR THE
FACTOR SCORES.

SuM=0.0

DC 103 L=1,N
SumM=Sum+x (L)

CONTINUE

AV6=SUM/FLOAT(N)

RETURN

END
SUBROUTINE SORTI(K)

SORT
SCRT
SCRT
SCRT
SCRT
SORT
SCRT
SCRT
SCRT
SCRT
SCRT
SCRT
SORT
SORT
SORT
SORT
SORT
SORT
SCRT
SORT
SCRT
SCRT
SORT
SCRT
SCRT
SCRT
SCRT
SORT
SCRT
SCRT
SCRT
SCRT
SORT
SORT
SCRT
SORT
SORT
SORT
SCRT
SORT
SCRT
SCRT
SORT

141
142
143
144
145
14¢
147
148
149
15C
151
152
152
154
155
15¢
157
158
001
002
002
004
00s
CCé
co?
coa
Ccecs
01¢C
011
012
012
014
015
Cle
017
o018
01§%
020
021
022
023
024
025
02¢é
027
028
026
03¢
031
c32
033
034
035
03¢
037
03e
03¢
o4C
041
042
042
044
045
0&é
047

SORT1001
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101

102

101

102
103

104
105

135

e o« o o THIS SUBROUTINE (SORT1) IS CALLED BY THE SUBROUTINE
(LEVEL) TO SORT THE OBSERVATIONS CONTAINED IN ARRAY (VALUS).

INTEGER I¢I13J,KsKKoKOUNT
REAL SAVE,VALUS

COMMON /ARRAY/ KOUNT(2500),VALUS(2500)

IF(KeLE«1) RETURN

1=1

11=1+41

DC 102 J=11,K
IF (VALUS(I).LT.VALUS(J)) GO TO 1C2
SAVE=VALUS ()
VALUS(J)=VALUS(I)
VALUS(I)=SAVE
KK=KOUNT(J)
KOUNT(J)=KOUNT(I)
KOUNT (1) =KK

CONTINUE

1=1+1

IF(1.EQeK) RETURN

60 T0 101

END
SUEROUTINE SYMB (XX I43JeKF,IK)

e o o o THIS SUBROUTINE (SYMB) IS CALLED BY THE SUBROUTINE
(PLOT) TO INSERT APPROPRIATE CHARACTERS AND SYMBOLS INTO THE
ARRAY (XX) CONTAINING THE PLOT.

INTEGER I,JALPHA(26),IK,ISYM(11),J,K o KFeKKyLBLyXX(61,67)
CCMMON /LABEL/ LBL(S6)
EQUIVALENCE (ISYM(1),LBL(20)),(IALPHA(T),LBL(31))

e o o o INSERT APPROPRIATE ALPHABETIC CHARACTERS TO REPRESENT
VARIABLES.

IF (KF.EQ.2) GO TO 101
XXCI,J)=TALPHACIK)
60 TO 105

o o o o INSERT APPROPRIATE PLOTTING CHARACTER.

IF (XxX(I1,J).EQ.ISYM(11)) 60 TO 105
IF (XXCI9d) el ToISYM(10)aO0RXX(I,J)a6TLISYM(9)) 60 TO 104
D0 102 K=1,10
KK=K+1
IF (XX(I,Jd).EQ.ISYM(K)) 60 YO 103
CONTINUVE
XX(I143)=1SYM(KK)
60 Tu 105
XXCI,J)=ISYM(1)
RETURN

END
SUBROUTINE VARMX (MyKoAsHyD,yF)

e« o o » THIS SUBROUTINE (VARMX) IS CALLED BY THE SUBROUTINE
(FACTOR) TO PERFORM ORTHOGONAL ROTATIONS OF A FACTOR MATRIX.

INTEGER I oIlopJdoKoKT ol oLlB ol Lol ToLl2eL39L&oMeNCoNV
REAL A(225) gAAB BB yCC,CONSyCOSP4COSTHCOS2T 4COSLT oCTNATDC15),00

SORT1002
SORT1003
SORT1C04
SORT1COS
SCRT1CO¢
SORT1007
SORT1CO®
SCRT1006
SORT101C
SCRT1011
SCRT1C12
SCRTIC12
SCRT1C14
SORT1C15
SCRT1C1¢
SORT1C17
SCRT1C1¢E
SORT101S
SCRrRT1C2C
SCRT1C21
SCRT1022
SORT1023
SCRT1024
SCRT1C2S
SORT1026
SCRT1027

SYPrB
SYMB
SYMB
SYMB
SYyvs
SYFB
sYrp
sYrs
SYVB
SY¥B
syrs
SYrB
sYre
sYrp
SYMB
SY¥B
SY¥B
SYVB
SYPB
SYPB
SY¥B
SY¥B
SYvs
SYMB
sSYre
SY¥B
SYPB
SYPB
SYrB
syYyrB
sYve
sY¥s
sYrB

001
002
00z
cC4
00s
Cco¢
007
00e
00s
010
011
012
012
014
015
01¢é
017
URE]
01¢
020
021
022
g2
024
025
02¢
027
028
029
030
031
032
033

VARMX001
VARMX002
VARMX003
VARMXCO4
VARMXCOS
VARMX006
VARMXO007?
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136

REAL EPSoF(15) gFFNoFNoH(T15) ySINP,SINT SIN2T ySINAT T, TANLT TV (51)
REAL TVLT,U

EPS=0.00116

TVLT=0.0

LL=K~-1

NV=1

NC=0

FN=M

FFNSFN*FN
CONS=0.707106781 '

e« s« o o CALCULATE ORIGINAL COMMUNALITIES.

00 161 1=1,M
H(1)=0.0

DO 1C1 J=1,K
L=M*r(J=-1)+1

HC(I)=HC(I)+A(L)*A(L)

o o« o o CALCULATE NORMALIZED FACTOR MATRIX.

DC 1C2 I=1,»
HCI)=SQRT(H(I))
IF(H(I) eLELT1.0E-30) H(I)=1.0E-30
D0 162 J=1,K
L=M*(J=-1)+1
ALI=ACL)/HLD)
GO0 TO0 104

o« ¢ o o CALCULATE VARIANCE FOR FACTOR MATRIX.

NV=NV+1
TVLT=TVI(NV-1)
Tvi(nv)=0.0
DO 1Gé J=1,K
AA=0.0
ag=0,.,0
LE=M*(J=1)
D0 105 1=1,M
L=LB+]
CC=A(L)*A(L)
AA=AA+CC
BB=BR+CC*CC
TVINVI=TVI(NVI+(FN*BB-AA*AA) /FFN
IF (NV=-51) 107,128,128

e« o o o« PERFORM CONVERGENCE TEST.
IF (CTVINV)-TVLT)-(1.E-7)) 108,108,109

NC=NC+T
IF (NC-3) 109,109,128

VARMXO0OE
VARMXCOS
VARMXO010
VARMXC11
VARMX012
VARMX013
VARMX014
VARMX01S
VARMX01¢
VARMXC17?
VARMX018
VARMX01S
VARMXC2C
VARMX021
VARMX022
VARMX022
VARMX024
VARMX02S
VARMX(02¢
VARMXO027
VARMXC28
VARMX02S
VARMX(C3C
VARMX031
VARMX032
VARMX033
VARMXC34
VARMXC3S
VARMXC3¢
VARMX0237?
VARMXC3E
VARMX(C3S
VARMXC4O
VARMXC41
VARMXC4?2
VARMXC43
VARMX04L&
VARMXO0ALS
VARMXO04E
VARMXC4?
VARMXO042
VARMXCAS
VARMXO0SO
VARMXCS1
VARMXO0S?2
VARMXCS3
VARMX0S4
VARMXO0SS
VARMXOS¢
VARMXCS?
VARMXCSS
VARMXO0SS
VARMX(C6C

o ¢ o o ROTATION OF TWO FACTORS CONTINUES UP TO THE STATED NUMBER.VARMXCG&1

DO 127 J=1,LL
Li=m=(J-1)
I11=4+1

e« o » o CALCULATE NUMERATOR AND DENOMINATOR.

DO 127 X1=11,K
L2=P2(K1-1)
AA=0.0
88=0.0
tC=0.0

VARMXG062
VARNX062
VARMXC64
VARMX06S
VARMXC6E
VARMX067
VARMXC68
VARMX069
VARNXC7C
VARMX071
VARMXC72
VARMX073
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121
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123
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137

pp=0.0

00 110 I1=1,m
L3=L1+]
Lé=L2+]
U=C(ACLI)+ACLAL)I*CACLI)-A(LA))
T=AC(L3)*A(LL)
T=T+T
CC=CCH+(U+TI2(U-T)
DD=DD+2.0*U2T
AA=AA+U

EB=BB+T

T=0D=2.0*AA*BB/FN

R=CC-(AA*AA-BB*BB)/FN

e o o o COMPARISON OF NUMERATOR AND DENOMINATOR.

IF (T=-B) 113,111,117
IF ((T+B)-EPS) 127,112,112

» o o o NUMERATOR + DENOMINATOR IS GREATER THAN OR EQUAL TO THE
TOLERANCE FACTOR.

COS&T=CONS
SINGT=CONS
G0 70 120

e o o o NUMERATOR IS LESS THAN DENOMINATOR.

TANLT=ABS(T)/ABS (B)

IF (TANGT-EPS) 115,114,114
COS4T=1.0/SQRT(1.04TANAT*TANLT)
SINGT=TANGT#COS4T

60 TO 120

IF (B) 116,127,127

SINP=CONS

COSP=CONS

60 TO 125

e o« o o NUMERATOR IS GREATER THAN DENOMINATOR.

CTINGT=ABS(T/B)

IF (CTN4T-EPS) 119,118,118
SINAT=1.0/SQRT(1.04CTNLTACTNLT)
COSAT=CTNAT*SINGT

GO TO 120

€0s4T7=0.0

SINLT=1,0

e « o o DETERMINE COS THETA AND SIN THETA.

COS2T=SQRT((1.0+4C0547)/2.0)
SIN2T=SINAT/(2.0*C0S2T)
COST=SQRT((1.0+4C0S2T7)/2.0)
SINT=SIN2T/(2.0%COST).

e« o o o DETERMINE COS PHI AND SIN PHI.

IF (B) 122,122,121

cosP=CoOST

SINP=SINT

GO TO 123
COSP=CONS*COST+CONS*SINT
SINP=ABS (CONS*COST-CONS*SINT)
IF (T) 124,124,125

SINP==SINP

VARMXO074&
VARMXO07S
VARMXO07¢
VARMX077
VARMX0Q78
VARMXO076
VARMXOEC
VARMXCS1
VARMX082
VARMXCS82
VARMX084
VARMXCES
VARMX08¢
VARMXCR7
VARMX08E
VARMXCSS
VARMX090
VARMX091
VARMX092
VARMX093
VARMX094
VARMX09S
VARMX096
VARMX097
VARMX098
VARMX099
VARMX10C
VARMX101
VARMX102
VARMX103
VARMX104
VARMX10S
VARMX106
VARMX107
VARMX108
VARMX106
VARMX110
VARMX111
VARMX112
VARMX113
VARMX114
VARMX115
VARMX116
VARMX117
VARMX118
VARMX11S
VARMX120
VARMX121
VARMX122
VARMX122
VARMX124
VARMX12S
VARMX126
VARMX127
VARMX12§
VARMX126
VARMX13C
VARMX131
VARMX132
VARMX132
VARMX134
VARMX13S
VARMX136
VARMX137
VARMX138
VARMX139
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e o o o PERFORM ROTATION.

DO 126 1=1,Mm
LI=L1+]
L4=L2+]
AA=A(L3)#COSP+A (L&) *SINP
ACLL)==A(L3)*SINP+A(LL)*COSP
A(L3)=AA
CONTINUE
GO T0 103

« o o o DENORMALIZE VARIMAX LOADINGS.

0C 129 I=1,%

vl 129 J=1,K
L=M*(J=-1)+1

FLI=ACL)*H ()

» o« » o CHECK ON COMMUNALITIES.

ANC=NV-1
DO 130 I=1,M
HI)=H(I)*H(]I)
DO 132 I=1,M
F(1)=C.0
00 131 J3=1,K
L=M*x(J~-1)+1
FCI)=FCI)+ACLI*ACL)
C(I)=H(I)-F(1)
FETURN

END

VARMX 140
VARMX141
VARMX142
VARMX143
VARMX1464
VARMX14S
VARMX14€
VARM X147
VARMX148
VARMX149
VARMX1SC
VARMX151
VARMX1S52
VARMX1S§2
VARMX154
VARMX1SS
VARMX 156
VARMX157
VARMX158
VARMX1SS
VARMX16C
VARMX161
VARMX162
VARMX163
VARMX164
VARMX165
VARMX16¢
VARMX167
VARMX148
VARMX16$
VARMX170
VARMX171



