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Abstract

The formation of plasma blobs is studied by analyzing their trajectories in a gyrofluid simulation

in the vicinity of the separatrix. Most blobs arise at the maximum radial electric field outside the

separatrix. In general, blob generation is not bound to one particular radial position or instability.

A simple model of turbulence spreading for the scrape-off layer is derived. The simulations show

that the blob dynamics can be represented by turbulence spreading, which constitutes a substantial

energy drive for far scrape-off layer turbulence and is a more suitable quantity to study blob

generation compared to the skewness.
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INTRODUCTION

Filamentary structures called blobs are dominating the transport in the region of open

field lines, called scrape-off layer (SOL), and can seriously damage the vessel walls of mag-

netically confined fusion devices. Where the interchange forcing is responsible for the blob

propagation [1, 2] the blob generation is not exclusively linked to the interchange instability

[1–4]. But, also the drift-wave [5–7], the conducting wall instability [8] or the cooperative

elliptic instability [9] have been reported to generate blobs. Furthermore not only the driv-

ing instability but also the magnetic and flow topology impact the blob formation. Whereas

most driving instabilities act at the maximum normalized pressure gradient −∇pe/pe [10],

blob generation has been observed at the shear layer [4, 11, 12] or at the transition from

closed to open field lines [6, 13]. Blob formation in general is not bound to one particular

position. Thus, which of the effects discussed above is most important also depends on the

radial location considered. In general experimental results are biased by the positioning of

the diagnostics or the reference position, if for example conditional averaging is used. A

general mechanism explaining the ejection of blobs out of the unstable main plasma region

into the far scrape-off layer, which is independent of the magnetic topology and driving in-

stability is desirable. Such a mechanism can be provided by turbulence spreading for which

a simplified model is developed in section . The present approach is independent of the

underlying linear instability. Furthermore it constitutes a simple, self-consistent procedure

to determine the position of blob formation and to quantify the nonlocal and nondiffusive

behavior of transport. With this procedure it is possible to quantify which instability or

which topological effect is most important for the blob formation.

Motivated by experiments on ASDEX-Upgrade [14], a detailed spatial temporal inves-

tigation of gyrofluid simulations at the last closed flux surface (LCFS) revealed a process,

where blobs in and outside the confined region merge and thereby transfer density into the

SOL [15]. This exemplifies the picture of turbulence spreading, where turbulent structures

radially transport energy by merging and breaking up [16]. Even if turbulence spreading

has been mostly studied in the context of zonal flow [16–18] and pinch [19] physics, it can

be expected to be also important for the far SOL, where the mean gradients are found to

be flatten out and hence cannot generate themselves any strong events in that region [20].
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GEMR SIMULATION

In order to study the plasma blob birth simulations are needed, where blobs are generated

self-consistent and are not seeded. Such a simulation is provided by the three-dimensional

gyrofluid turbulence model GEMR [21] used here. Experimental and modeling results have

been compared with reasonably good agreement [22–25]. The open field lines corresponding

to the SOL are implemented by the boundary conditions via a perturbed Debye sheath

current, such to retain the conducting wall instability (CWI) [26]. More details on the

boundary conditions can be found in this Ref. [27]. Although being a δ-f limited code the

gradients evolve freely. The evolution of the gradients is necessary to capture the physics

of turbulence spreading, which is a global phenomenon. However, the deviation from the

preset background gradients has to be small. The parameters of the simulation analysed

here are the same as in Refs. [15, 25], where blob dynamics in ASDEX Upgrade have been

studied previously. The GEMR model includes, besides the standard interchange physics

in tokamak geometry at the transition from closed to open field lines, also the drift-wave

and the conducting wall instabilities. In sum it includes most effects which are believed

to play an important role for the plasma blob dynamics which are three-dimensional [28],

electromagnetic [29], finite ion temperature or finite Larmor radius [30–34] and shear flow

(amongst others zonal flow and geodesic acoustic mode) effects [4, 11, 12].
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FIG. 1: (a) Background density and inverse background density gradient length, (b) background

radial electric field around the LCFS.
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FIG. 2: Radial profiles of the (a) density fluctuation amplitude, (b) skewness of density fluctuations

and radial distribution of blob trajectories, (c) excess kurtosis of density fluctuations.

SKEWNESS AND BLOB TRAJECTORIES

Blob birth is associated with the skewness of density fluctuations crossing zero [1, 13,

14, 35]. The skewness and kurtosis profiles of the simulation are shown in Fig. 2. Both are

small inside the confined region pointing to a non-intermittent character of the fluctuations.

Across the separatrix both increase indicating a more intermittent behavior outside. The

skewness takes very small values 1 to 2 cm inside the confined region. This region coincides

with the maximum in −∇n/n (Fig. 1a). Assuming the position of zero skewness is the

position of the plasma blob generation, blobs would be generated about 2 cm inside the

confined region. From that blobs are expected to be generated inside the confined region

propagating across the LCFS into the SOL. As we will see in the following this interpretation

is misleading.

The simulation provides the possibility to observe the blob generation directly. A snap-

shot of the density fluctuations is shown in Fig. 3a. Turbulent structures have a higher

fluctuation amplitude inside the confined region as also shown by Fig. 2a. The reason is the

stronger gradient. Outside the LCFS more positive than negative turbulent structures are
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FIG. 3: (a) Snapshot of the fluctuating density. (b) Examples of blob trajectories.

observed, which can be also seen in the skewness (Fig. 2b). Positive density perturbations

which appear coherent and isolated are blobs. Blobs are detected more frequently in the

SOL. To investigate where blobs originate from they have to be defined first. Blob identifi-

cation is done by three conditions. For every time step we identify blobs by two conditions.

First we define blobs as positive density fluctuations, which exceed the standard deviation

by a factor of 2.5. The radial local value of the standard deviation is used here, since it

is usually used in experimental investigations. Second the blob has to fulfill this condition

over a spatial extent of a least 11 points of the simulation grid (≈ 8ρs ≈ 5 mm). After

possible blobs have been identified for every time step these are tracked using the algorithm

of Ref. [36]. Only structures which can be tracked for at least 50 time steps (≈ 25µs) are

considered as blobs. That is the third condition. The radial distribution of blob trajectories

is inserted in Fig. 2b, showing a good agreement of the occurrence of the detected blobs

with the skewness. The radial position of the first occurrence of a structure satisfying these

conditions is the plasma blob birth location. The last occurrence will be defined as the blob

death.

Examples for blob trajectories are shown in Fig. 3b. Blobs are generated over the entire

domain. This observation is also shown in the blob birth statistics in Fig. 4a. Also the

blobs show a pronounced poloidal asymmetry. Most of the blobs are detected above the

midplane pointing to the fact that the magnetic configuration impacts the local dynamics
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FIG. 4: Statistics of the (a,c,e,g) birth and (b,d,f,h) death location of the detected blobs also

under selective conditions: only blob which are generated inside the LCFS (c,d), which cross the

seperatrix (e,f) and which are generated inside the LCFS and propagate into the far SOL (g,h) are

considered.

similar to Ref. [37]. Some blobs form inside the confined region, where the background

gradients are high, and propagate outwards (Fig. 4c). Most of them cross the separatrix

(Fig. 4d). These are usually generated close to the LCFS (Fig. 4e). By propagating across

the LCFS they change the poloidal propagation direction (Fig. 3b). In the confined region

blobs propagate in the electron diamagnetic direction, in the SOL in the ion diamagnetic
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direction. A remarkable fraction of blobs vanishes at the shear layer by either being torn

apart or strained out [38], but most blobs reach the boundary of the simulation.

CONDUCTING WALL INSTABILITY

FIG. 5: Dark regions indicate higher electron temperature. Electron temperature fluctuations

induce in-phase potential fluctuations via the floating potential Λ. The resulting E×B drift leads

to a propagation in the electron diamagnetic direction.

However, as seen in Fig. 4a most of the blobs do not originate from the confined region

and are generated 7 mm outside the LCFS, where the poloidal velocity (proportional to the

radial electric field shown in Fig. 1a) takes its maximum. Most of these blobs propagate

outside the simulation domain. The radial electric field in the SOL is needed to maintain

quasi-neutrality, where the potential limits electron end losses to the wall. The resulting

poloidal velocity gives rise to the CWI [8]. The basic mechanism of the CWI is shown in

Fig. 5. The CWI is driven by electron temperature gradient. Fluctuations of the parallel

current are induced by electron temperature fluctuations via the Bohm criterion [39]. Then

the fluctuations in the parallel current couple electron temperature and plasma potential

fluctuations. Similar to the common drift-wave instability the thermodynamic fluctuations

(for the CWI it is the electron temperature, for the drift-wave it is the density) are in phase
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to the potential fluctuations. In this case the CWI is stable. But as for the drift-wave any

restriction on the parallel electron dynamics as collisions will drive the CWI unstable. In

general the linear growth rate of the CWI is of the same order as that of the interchange

instability [39]. As seen in a previous study [25] electron temperature fluctuations are strong

enough to dominate floating potential fluctuations close to the separatrix. At ASDEX

Upgrade these fluctuations are non-negligible in general and the dominance of the CWI for

ASDEX Upgrade parameters is consistent with a previous study [25].

In general it seems that the transition from drift-wave dominated turbulence to inter-

change dominated turbulence corresponds to the main generation location of blobs [6, 7].

The CWI is a drift-wave-like instability and extents this region a few millimeters into the

SOL.

Because of the definition of a blob the birth location depends on the local variation of the

standard deviation. Structures generated in the confined region below the critical standard

deviation are not considered to be blobs. As these structures propagate outward they may

match the blob criterion at a position in the SOL, which is regarded as the blob birth

location even thought the structure is not generated at this position by a linear instability.

A previous study with GEMR shows that the fluctuations at the high field side disappear,

if it is disconnected from the low field side by limiters [27]. Although the high field side

is sheath connected in this configuration and therefore the situation is very similar for the

CWI, the fluctuation levels are very low, thus the turbulence is driven by energy input from

the confined region, which appear on the low field side. Blob generation appears to be a

nonlocal phenomenon.

a) b)

hole birth hole death
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FIG. 6: Statistics of the (a) birth and (b) death location of the detected holes.
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PLASMA HOLES

As blob ejection is often associated with the generation of plasma holes [1, 13, 14] their

trajectories are analyzed, too. Since plasma holes are not as pronounced as plasma blobs we

have to relax the conditions by defining a plasma hole as a structure going below the limit of

two times the negative standard deviation for 30 frames (≈ 15µs). The birth/death statistics

of plasma holes is shown in Fig. 6. The generation of holes is restricted to the confined

region. Holes have the tendency to propagate inwards. The restriction of holes to the

confined plasma region could be an interesting observation in respect to the magnetization

interchange instability [40]. However, for the time being we leave a detailed investigation of

the electro-magnetic behavior for future work.

TURBULENCE SPREADING

Finally the energetics is investigated. A simple so-called K − ǫ model similar to that of

Ref. [18] is derived to investigate turbulence spreading. Let us consider the radial convective

part of the continuity equation only

∂n

∂t
= −vr

∂

∂r
n (1)

neglecting damping and cross-field coupling. Fluctuations are defined by taking the dif-

ference to the zonal and time average 〈·〉 =
∫

dydsdt as the mean quantity ñ = n − 〈n〉.

For simplicity the radial background flow is neglected 〈ṽr〉 = 0 and the plasma turbulence

is incompressible in the perpendicular plane, therefore ∂rvr cancels out with its binormal

counterpart. The evolution of the mean density neglecting sources, sinks and dissipation of

simplicity is given by
∂〈n〉

∂t
= −〈ṽr

∂

∂r
ñ〉 = −

∂

∂r
〈ṽrñ〉 (2)

we see that the background density is effected by the divergence of the turbulent transport

Γ = 〈ṽrñ〉. As a divergence it conserves particles except at the boundary terms. The

evolution of the background free energy is

1

2

∂〈n〉2

∂t
= −〈n〉

∂

∂r
〈ṽrñ〉 = −

∂

∂r
(〈n〉〈ṽrñ〉) + 〈

∂n

∂r
〉〈ṽrñ〉. (3)
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The total free energy (1/2)(〈n〉+ ñ)2 evolution is given by

1
2

∂〈(〈n〉+ñ)2〉
∂t

= −

〈

(〈n〉+ ñ)ṽr
∂

∂r
(〈n〉+ ñ)

〉

= −〈n〉
∂

∂r
〈ṽrñ〉 − 〈

∂n

∂r
〉〈ṽrñ〉 − 〈ñṽr

∂ñ

∂r
〉. (4)

Subtracting the mean evolution gives the evolution of the turbulent free energy

1

2

∂〈ñ2〉

∂t
= −〈

∂n

∂r
〉〈ṽrñ〉 − 〈ñṽr

∂ñ

∂r
〉. (5)

using ∂r〈ṽrññ〉 = 2〈ṽrñ∂rñ〉 results in

1

2

∂〈ñ2〉

∂t
= −〈

∂n

∂r
〉〈ṽrñ〉 −

1

2

∂

∂r
〈ṽrñ

2〉. (6)

The first term of this equation appears with a different sign in the evolution of the back-

ground free energy (last term in Eq. (3)) and therefore constitutes a transfer term, which

transfers the free energy from the background to the turbulent field. Where transport is

responsible for the main loss of particles, it is the main drive of turbulence. We define the

local drive of the turbulence by

D = −〈
∂n

∂r
〉〈ṽrñ〉. (7)

The second term is a divergence and preferentially transports the fluctuation amplitude from

unstable to stable regions. This is the turbulence spreading term

S = −
1

2

∂

∂r
〈ṽrñ

2〉 (8)

.

Next we use the 3D GEMR simulation already analyzed before to estimate the quantities

discussed above. The present analysis is restricted to the same 2D plane at the low field side

midplane we have already analyzed in Figs. 1,2,3,4,6, where blobs are prominent. The region

considered here is similar to those of a 2D simulation or experimental data from gas-puff

imaging at the outboard midplane. It can be easily applied in those configurations. The

average used in the following is 〈·〉 =
∫

dydt. For 1D probe measurements 〈·〉 =
∫

dt may

be used. Figure 7 compares the rates of turbulent drive by the background gradient

ωD =
−〈∂n

∂r
〉〈ṽrñ〉

1
2
〈ñ2〉

(9)
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FIG. 7: (a) Energetic drive by the background gradient and (b) turbulence spreading of density

fluctuations (black solid line). The red dashed line in (b) shows the number of blobs that died

reduced by the number of blobs born.

with the rate of turbulence spreading

ωS =
−1

2
∂
∂r
〈ṽrñ

2〉
1
2
〈ñ2〉

, (10)

both normalized to the local fluctuation amplitude. The normalized turbulent drive as shown

in Fig. 7a is interpreted as the local linear effective growth rate and the normalized turbulence

spreading as shown in Fig. 7b as the nonlocal nonlinear growth rate. The local linear effective

growth rate is higher in the confined region and peaks at the LCFS. The turbulent drive

is very similar to the inverse background gradient (Fig. 1a). Most of the blobs are not

generated at this position (Fig. 4). At the LCFS a transfer of free energy by turbulence

spreading from the confined region into the SOL consistent is observed. Compared to the

linear growth rate this energy transfer is small (10%). This corresponds to the cascade-like

picture of turbulence spreading [16] recently investigated at the shear layer close to the

LCFS in simulations and experiments [15].

In the SOL turbulence spreading transports the free energy from the region 7 mm outside

the LCFS into the far SOL. The generation location of the turbulent intensity transport

corresponds to the position, where the radial electric field exhibits its maximum (Fig. 1a)

and the blobs are generated. The blob source is given by the number of blobs born reduced

by the their deaths. The negative of the blob source (red dashed line in Fig. 7b) roughly

follows the turbulence spreading (black solid line in Fig. 7a). Turbulence spreading connects
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blob sources and sinks. The analysis of turbulence spreading indicate a blob birth location

of 7 mm outside the LCFS which is pretty close to the actual position at 9 mm, whereas the

condition of crossing zero skewness (Fig. 2b) would predict the blob birth region at 20 mm

inside the LCFS. Turbulence spreading provide a more suitable diagnostic for the blob birth

location than the skewness alone. Spreading becomes stronger further out and reaches half

of the local drive 2 cm outside the LCFS (black solid line in Fig. 7a). It can be therefore

expected that turbulence spreading is the main drive in the far SOL. Turbulence spreading

in the SOL is therefore mainly carried by the blobs and not by the cascade-like interaction.

It could be demonstrated that GEMR as a global code is capable to study the basic effects of

turbulence spreading. Since GEMR is a δ-f limited code it would be interesting to compare

with a full-f gyrofluid code like that in Ref. [41].

CONCLUSION

In conclusion, blobs are not generated at one particular position. They are generated

at different radial positions due to different instabilities. In the present simulation blob

formation takes place at the maximum of the radial electric field outside the separatrix.

At this position the conducting wall mode exhibit its maximum growth. However, it is

not the linear instability that is responsible for the blob formation. The blob formation

coincides with turbulent spreading and not with the linear drive. Turbulence spreading plays

an important role for the SOL. It provides a more suitable diagnostic for blob generation

compared to the skewness alone and it constitutes an energy exchange mechanism between

the confined plasma with the SOL and a substantial energy drive for fluctuations in the far

SOL. The present theory can be easily investigated with the standard transport diagnostics

(probes and GPI) in the SOL.
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