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S1 Individual Development11

The process of vertical social learning described in Section 2.1.3. in the main text leads to the transmission12

of the full cultural repertoire from parent to offspring. In other words, an offspring inherits the benefit level13

of all variants in its parent’s repertoire and therefore does not need to build up its own repertoire at the14

beginning. However, it does not inherit the nji values — the number of times a variant was expressed by15

the parent. All vertically transmitted cultural variants are assumed to be expressed once at the beginning16

of an individual’s life. Processes of social learning/innovation and forgetting will change the composition17

of the individual repertoires over an individual’s life time. Nevertheless, the general structure, i.e. the18

ratio between highly and poorly adapted cultural variants does not change substantially. What of course19

is changing over the life time is number of times a variant was expressed. Fig. S1 illustrates this for two20

exemplary individuals: they show how the number of expressions of variants with different adaptive values21

change over the life time of those individuals for penv = 0.05. We see that highly adaptive variants are22

expressed more frequently but also that large repertoires in combination with decision rule (1), given in the23

main text, can lead to expressions of variants with a low adaptive values.24
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Figure S1: Cultural repertoires of two individuals in different life stages (top panels: age 1, middle panels:

age 50, bottom panels: age 100) for penv = 0.05. Dots indicate the count of expression events for variants of

a given adaptation level.
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S2 Drift and Population Size25

In the main text we contrasted the evolution of the average propensity for social learning in populations26

where individuals shape their cultural repertoires through forgetting (scenario iii.) with the evolution in27

populations where individuals maintain all expressed variants in their cultural repertoire (scenario ii.). We28

argued that in scenario ii. the propensity for social learning evolves largely through drift. To corroborate29

this claim Fig. S2 depicts the temporal trajectories of the propensity for social learning in populations where30

individuals maintain all expressed variants in their cultural repertoire.31

Figure S2: Temporal trajectories of social learning propensities. Each coloured line represents an independent

trajectory of the evolution of the average propensity for social learning in scenario ii. For each penv-value we

ran 300 simulations.

For all simulations presented in the main text we assumed a population size of N = 200 individuals. To rule32

out any qualitative effect of this choice on the evolutionary outcomes, we compare in Fig. S3 the temporal33

trajectories of the propensities for social learning and forgetting and for the benefit levels of the population34

for N = 200 (pink lines) and N = 1000 (grey lines). To keep the number of generations constant at 500 in35

both cases, we increase the number of time steps to 500000 for N = 1000. We observe similar dynamics in36

populations of different size.37
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Figure S3: Temporal trajectories of the population’s average benefit level (left column), average social

learning propensity (middle column), and average forgetting propensity (right column) for N = 200 (pink

lines) and N = 1000 (grey lines) based on 30 simulations.
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S3 Alternative formulations of the forgetting process38

Results in the main text where generated under the assumption that if forgetting occurs individual j chooses39

variant z to be removed from its repertoire with a probability, f jz , that is inversely proportional to the40

number of times j has expressed z so far, njz. This probability is given by41

f jz =
A− njz

mj∑
s=1
s 6=i

(A− njs)
(S1)

where A =
mj∑
s=1
s 6=i

njs and i denotes the variant expressed in this time step. To explore whether alternative42

formulations of the forgetting process change the results obtained in the main text we replaced Eq. (S1) with43

• “Bad variant” forgetting: variants are forgotten inversely proprotional to their benefit level, as44

f jz =
az

mj∑
s=1
s 6=i

as

,

• “Random” forgetting: all variants (apart from variant i expressed in this time step) are equally likely45

to be forgotten46

f jz =
1

mj − 1
.

Interestingly, neither of the above formulations changed the evolutionary trajectories for the propensities of47

social learning and for forgetting (see Fig. S4).48

Further, repertoire structures (see Figs. S5,S6,S7), repertoire sizes and aspects of variant choice inaccuracy49

(see Fig. S8) reveal patterns similar to ones obtained under the original formulation of scenario iii.50

Summarising, the number of expression events of a variant proves to be a good proxy for its level of benefit and51

consequently the forgetting process modelled by Eq. (S1) and “bad variant” forgetting result in very similar52

outcomes. Random forgetting, on the other hand, bears the danger of removing highly adaptive variants,53

independent of their numbers of previous expressions, from the repertoire. However, if this happens the54

individual will sooner or later engage in social learning which will add another highly beneficial variant to55

the repertoire. It is important that less beneficial variants can be removed not that the are preferentially56

removed.57
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Figure S4: Relationship between rates of environmental change penv and a,d) propensity for social learning,

b,e) propensity for forgetting, and c,f) population-level benefit averaged over all individuals (N = 200)

in the last time step for 300 independent simulations. Shaded areas represent 95% confidence intervals of

population averages. Top row shows the comparison of results for scenario iii. (light pink) and scenario iii.

with forgetting of bad variants (dark pink), and bottom row the comparison of results for scenario iii. (light

pink) and scenario iii. with forgetting of random variants (green).
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Figure S5: Histogram of the adaptation level of all variants contained in the repertoires of all individuals

(N = 200) across 300 simulations for scenario iii. for different levels of environmental instability penv. Note

that the scale of the y-axes are enlarged for penv >= 0.05.
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Figure S6: Histogram of the adaptation level of all variants contained in the repertoires of all individuals

(N = 200) across 300 simulations for scenario iii. with “bad” variant forgetting for different levels of

environmental instability penv. Note that the scale of the y-axes are enlarged for penv >= 0.05.
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Figure S7: Histogram of the adaptation level of all variants contained in the repertoires of all individuals

(N = 200) across 300 simulations for scenario iii. with random forgetting for different levels of environmental

instability penv. Note that the scale of the y-axes are enlarged for penv >= 0.05.
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Figure S8: Relationship between rates of environmental change penv and a,d) the size of individual repertoires,

b,e) the proportion of sub-optimal choices, and c,f) the magnitude of sub-optimal choices relative to the

most adaptive variant available in an individual’s repertoire. Lines and dots represent the average across all

individuals (N = 200) living in the last generation over 300 independent simulations. Shaded areas represent

95% confidence intervals of population averages. Errorbars indicate the standard deviation of population

averages. Top row shows the comparison of results for scenario iii. (light pink) and scenario iii. with

forgetting of bad variants (dark pink), and bottom row the comparison of results for scenario iii. (light pink)

and scenario iii. with forgetting of random variants (green).
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S4 Alternative formulation of the process of social learning58

In the main text we assumed that social learning occurs in a payoff-biased way, i.e. individual j observes59

the levels of benefit expressed by all individuals during the last time step and chooses to copy a variant60

proportional to its observed benefit. In the following we want to explore whether the high propensities for61

social learning generated by scenario iii. (see Fig. 1a) are conditioned on this social learning process. To62

this end we replace payoff-biased social learning with unbiased social learning, i.e. individual j chooses at63

random one of the expressed cultural variants in the last time step.64

We find that unbiased social learning can result in comparable evolutionary trajectories of the propensities65

for social learning and for forgetting, albeit slightly diminished population benefit levels (see Fig. S9).66

Again we see that the individual cultural repertoires are highly structured (see Fig. S10) but contain more67

variants especially for higher penv-values causing the frequency and magnitude of sub-optimal choices to68

increase (see Fig. S11). This in turn leads to more frequent expressions of less adaptive cultural variants.69

Once sub-optimal choices induce learning, social learners will more frequently copy sub-optimal variants70

since all individuals make frequent mistakes under this scenario. This reduces the efficiency of the unbiased71

social learning and eventually results in slightly reduced benefit levels of the population.72

Summarizing, the fact that individual repertoires are highly structured not only through learning but due73

to the interplay of memory, variant choice and learning, i.e. that they contain substantially more highly74

adaptive cultural variants, makes the precise mechanism of the social learning process less relevant for the75

observed evolutionary outcome.76
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Figure S9: Relationship between rates of environmental change penv and a) propensity for social learning, b)

propensity for forgetting, and c) population-level benefit averaged over all individuals in the last time step

for 300 independent simulations. Shaded areas represent 95% confidence intervals of population averages.

Scenario iii. is shown by light pink lines and scenario iii. with unbiased social learning by olive lines.
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Figure S10: Histogram of the adaptation level of all variants contained in the repertoires of all individuals

(N = 200) across 300 simulations for scenario iii. with unbiased social learning for different levels of

environmental instability penv. Note that the scale of the y-axes are enlarged for penv >= 0.05.
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Figure S11: Relationship between rates of environmental change penv and a) the size of individual repertoires,

b) the proportion of sub-optimal choices, and c) the magnitude of sub-optimal choices relative to the most

adaptive variant available in an individual’s repertoire. Lines and dots represent the average across all

individuals (N = 200) living in the last generation over 300 independent simulations. Shaded areas represent

95% confidence intervals of population averages. Errorbars indicate the standard deviation of population

averages. Results are shown for scenario iii. (light pink) for scenario iii. with bad variant forgetting (dark

pink), and scenario iii. with unbiased social learning (olive).
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S5 Alternative formulation of how to choose a variant from the77

cultural repertoire78

In the main text we assumed that individuals apply an error-prone decision rule when choosing a variant79

from their cultural repertoire. More precisely, individual j chooses variant i ∈M j(t) with probability pji (k)80

which is proportional to variant i’s level of benefit ai(k) relative to the rest of the repertoire in the following81

way82

pji (k) =
ai(k)

mj∑
s=1

as(k)

. (S2)

If the cultural repertoire M j of individual j is large decision rule (S2) will lead to frequent sub-optimal83

choices (as seen for scenario ii. in Fig. 4 in the main text). Of course, alternative decision heuristics, in84

particular more precise ones, are plausible, too. The field of reinforcement learning — studying, broadly85

speaking, learning what to do to maximize the received reward — has proposed a number of alternative86

decision rules.87

In the following we explore the consequences when replacing rule (S2) with the softmax rule88

pji (k) =
exp(ai(k)/τ)∑

s∈Mj

exp(as(k)/τ)
. (S3)

The parameter τ controls the sensitivity towards differences in the benefit values: low values resulted in89

an almost deterministic choice of the variant with the highest benefit, whereas high values lead to choices90

almost independent from benefit levels. In the following we compare the cultural dynamics generated by91

scenario iii. with rule (S3) and τ = 0.1 to the one generated by rule (S2).92

Fig. S12 shows that a less error-prone way of choosing the ‘best’ variant from the cultural repertoire can93

have an impact on the evolutionary dynamic. First we see that the average benefit levels of the population94

are higher, especially for more unstable environments. The forgetting propensities evolve to lower values for95

all penv-values leading to slightly larger individual repertoires (see Fig. S14a). Further, these repertoires are96

less structured: they contain a larger fraction of poorly adapted cultural variants (cf. Figs. S5 and S13). The97

social learning propensities are higher for low values of penv but lower for high values of penv. The increased98

social learning propensity in relatively stable environments is caused precisely by the higher repertoire sizes.99

For example, for penv = 0 decision rule (S2) leads to a situation where almost all repertoires consist of a100

single, nearly perfectly adapted variant. However, under decision rule (S3) the repertoire size has increased101

to on average four variants. Even though (S3) is less error-prone than (S2) occasional sub-optimal choices102

do occur but they can be compensated by relying on social learning (see Fig. S15, compare green and light103

pink dots for low penv). Consequently, social learning propensities evolve to high values. In contrast, for104

unstable environments repertoires grow large but nevertheless the magnitude of sub-optimal choices decreases105

in comparison to our main results (compare Fig. S14c), green and light pink dots) leading to fewer learning106

events during an individual’s life time (see Fig. S15, compare green and light pink dots for high penv).107

The uncertainty in variant choice imposed by the parameter τ induces both sub-optimal choices and sub-108

sequent learning events somehow independent of repertoire size and structure. As a consequence of the109

reduction in learning events, social learning propensities evolve mainly through drift.110

Decision rule (S3) chooses highly adaptive variants from the repertoire with a high probability. Consequently111

the size and structure of the repertoire has a much smaller effect on the efficiency of choice and therefore112
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forgetting can evolve to lower propensities which in turn shield from the ‘accidental’ forgetting of highly113

adaptive variants.114
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Figure S12: Relationship between rates of environmental change penv and a) propensity for social learning,

b) propensity for forgetting, and c) population-level benefit averaged over all individuals in the last time step

for 300 independent simulations. Shaded areas represent 95% confidence intervals of population averages.

Scenario iii. is shown by light pink lines and scenario iii. with variant choice according to the softmax

rule (S3) by dark green lines.

16



 penv = 0

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9 10

2

4

105  penv = 0.0001

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9 10

2

4

105  penv = 0.001

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9 10

2

4

105

 penv = 0.005

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9 10

2

4

105  penv = 0.0075

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9 10

2

4

105  penv = 0.01

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9 10

2

4

105

 penv = 0.05

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9 10

2

4

106  penv = 0.1

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9 10

2

4

106  penv = 0.2
0.

1
0.

2
0.

3
0.

4
0.

5
0.

6
0.

7
0.

8
0.

9 10

2

4

106

Variant's adaptive value

T
ot

al
 c

ou
nt

 o
f v

ar
ia

nt
s

Figure S13: Histogram of the adaptation level of all variants contained in the repertoires of all individuals

(N = 200) across 300 simulations for scenario iii. with variant choice according to the softmax rule (S3) for

different levels of environmental instability penv. Note that the scale of the y-axes are enlarged for penv >=

0.05.
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Figure S14: Relationship between rates of environmental change penv and a) the size of individual repertoires,

b) the proportion of sub-optimal choices, and c) the magnitude of sub-optimal choices relative to the most

adaptive variant available in an individual’s repertoire. Lines and dots represent the average across all

individuals (N = 200) living in the last generation over 300 independent simulations. Shaded areas represent

95% confidence intervals of population averages. Errorbars indicate the standard deviation of population

averages. Results are shown for scenario iii. (light pink) and scenario iii. with variant choice according to

the softmax rule (S3) (dark green).
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Figure S15: Relationship between rates of environmental change penv and the rate of learning during an

individual’s life time. Dots show the average proportion of learning events during an individuals life time.

Errorbars indicate the standard deviation of population averages. Results are shown for scenario iii. (light

pink), and scenario iii. with variant choice according to the softmax rule (S3) (dark green).
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S6 Alternative formulation of learning probabilities115

In the main text we assumed that an individual engages in learning — as opposed to expressing the variant116

chosen from its repertoire — with a probability that depends on the expected benefit of the chosen variant,117

i: with probability ai(k) the individual expresses variant i and with probability 1 − ai(k) it learns. In118

the following, we explore the consequences of replacing this assumption by a constant learning probability:119

independent of the expected benefit of the chosen variant individuals engage in learning with probability 0.2.120

Fig. S16 shows that this fixed rate of learning has a strong effect on the evolutionary dynamic. First, we see121

that the average benefit levels of the populations are lower compared to scenario iii. for all penv-values.122

The fact that all individuals have to express the variant chosen from their repertoires through decision123

rule (S2) in, on average, 80% of the time steps leads to a weakening of the correlation between number of124

expressions and adaptation level of the variants. Consequently, the process of forgetting as operationalised125

by Eq. (S1) does not mainly remove poorly adapted cultural variants from the individual repertoires. This126

means it is more beneficial for individuals to forget less compared to scenario iii. (see Fig. S16). While this127

increases the proportion of sub-optimal choices as well as the magnitude of those choices (see Fig. S18) it128

substantially reduces the risk of forgetting highly adaptive variants.129

The social learning propensities evolve to high values for relatively low penv-values, i.e. for relatively stable130

environments, and decrease for higher values of penv. We have seen in the main text that in stable environ-131

ments scenario iii. leads to only a few learning events during an individual’s life time. This, however, is not132

the case here as all individuals engage in learning (at least as long as their repertoire sizes do not reach the133

limit of 500) in, on average, 20% of the time steps. Due to the structuring of the individual repertoires (see134

Fig. S17) social learning is preferred over innovation. Higher penv-values generate larger individual repertoire135

sizes (due to the low forgetting propensities) even to the point that a fraction of the population has reached136

the limit of 500 variants and therefore does not engage in learning anymore. This implies that — for this137

fraction of the population — there is no selection pressure acting on the social learning propensity which in138

turn slightly lowers the population-level propensity.139
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Figure S16: Relationship between rates of environmental change penv and a) propensity for social learning,

b) propensity for forgetting, and c) population-level benefit averaged over all individuals in the last time step

for 300 independent simulations. Shaded areas represent 95% confidence intervals of population averages.

Scenario iii. is shown by light pink lines and scenario iii. with constant learning probability of 0.2 by brown

lines.
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Figure S17: Histogram of the adaptation level of all variants contained in the repertoires of all individuals

(N = 200) across 300 simulations for scenario iii. with constant learning probability of 0.2 for different levels

of environmental instability penv. Note that the scale of the y-axes are enlarged for penv >= 0.05.
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Figure S18: Relationship between rates of environmental change penv and a) the size of individual repertoires,

b) the proportion of sub-optimal choices, and c) the magnitude of sub-optimal choices relative to the most

adaptive variant available in an individual’s repertoire. Lines and dots represent the average across all

individuals (N = 200) living in the last generation over 300 independent simulations. Shaded areas represent

95% confidence intervals of population averages. Errorbars indicate the standard deviation of population

averages. Results are shown for scenario iii. (light pink) and scenario iii. with constant learning probability

(brown).

23



0

0.
05 0.
1

0.
2

0

0.05

0.1

0.15

0.2

0.25

0.3

A
ve

ra
ge

 le
ar

ni
ng

 r
at

e 
pe

r 
lif

et
im

e

0

0.
05 0.
1

0.
2

0

0.05

0.1

0.15

0.2

0.25

0.3

Probability of environmental changeProbability of environmental change

Figure S19: Relationship between rates of environmental change penv and the rate of learning during an

individual’s life time. Dots show the average proportion of learning events during an individuals life time.

Errorbars indicate the standard deviation of population averages. Results are shown for scenario iii. (light

pink), and scenario iii. with constant learning probability of 0.2(brown).
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