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Abstract. A study of the linearised gravitational field (spin 2 zero-rest-mass field) on
a Minkowski background close to spatial infinity is done. To this purpose, a certain
representation of spatial infinity in which it is depicted as a cylinder is used. A first
analysis shows that the solutions generically develop a particular type of logarithmic
divergence at the sets where spatial infinity touches null infinity. A regularity condition
on the initial data can be deduced from the analysis of some transport equations on the
cylinder at spatial infinity. It is given in terms of the linearised version of the Cotton
tensor and symmetrised higher order derivatives, and it ensures that the solutions of the
transport equations extend analytically to the sets where spatial infinity touches null
infinity. It is later shown that this regularity condition together with the requirement
of some particular degree of tangential smoothness ensures logarithm-free expansions
of the time development of the linearised gravitational field close to spatial and null
infinities.

1 Introduction

In [ﬂ] an analysis of the behaviour of the gravitational field close to null infinity
and spatial infinity has been given. To this end, a new representation of spa-
tial infinity was introduced. In this representation spatial infinity is depicted
as a cylinder, as opposed to the standard representation of it as a point (see
e.g. [R1]). This representation has among other things, the following important
feature: it allows to formulate an initial value problem in which the data and
the equations are regular; furthermore, spacelike infinity and null infinity have a
finite representation with their structure and location known a priori. The afore-
mentioned analysis shows that a certain type of logarithmic divergences arise at
the sets where spatial infinity “touches” null infinity (which we will denote by I*
and I7) unless a certain regularity condition is satisfied by the initial data. The
sources of these logarithmic divergences can be ultimately traced back to the fact
that some of the evolution equations degenerate at the sets I* (the symbol of the
system looses rank). This precludes the direct application of standard techniques
of partial differential equations if one wishes to push the solutions of the field
equations all the way up to null infinity. This kind of degeneracies is a peculiarity
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of not only the gravitational field, it is also shared by linear massless fields. In
order to shed some light on the nature and consequences of these degeneracies,
here we will look at a simpler situation. Namely, the linearised gravitational field
(spin 2 zero-rest-mass field) propagating on a Minkowski background. The final
product of our analysis will be isolation of a series of requirements one needs to
impose in order to obtain logarithmic-free expansions close to null and spatial
infinity. One expects, in principle, that it is possible to extend this discussion to
the gravitational field.

2 Minkowski spacetime close to null and spatial infinity.

Our point of departure is the usual representation of Minkowski spacetime M in
Cartesian coordinates:

§ = ﬁuudy'udyya

where 7, = diag(1, —1, -1, —1). We are interested in analysing the geometry
of this spacetime close to both null and spatial infinities. Intuitively one expects
this region of spacetime to contain the domain D = {y,y* < 0}. Let us start by
considering the inversion in D given by,

yH oz

ot = — ) yy‘:
YA ya

T ry

This inversion clearly maps D onto itself. Observe how a point that is far from
the origin of the y* coordinates seems to be close to the z* origin. In this sense,
the x* coordinates convey the notion of “lying at infinity”. A simple calculation
shows that:

9= Ty vt

Let now p be the standard radial coordinate associated with the spatial coordi-
nates 2%, a = 1,2,3. Then z*z)\ = (2°)2 — p2. Finally, the introduction of a new
coordinate 7 (|7] < 1) via 2° = pr yields the Minkowski metric in the form,

~ 1
g = p4(1 — 7,2)2 (d(pT)2 - dp2 - p2d02) )

where do? is the standard line element of the unit 2-sphere in spherical coordi-
nates. The latter line element suggests the introduction of two different conformal
factors. Namely,

E=p(1-1%,
6 =p(1—72).

By means of these two conformal factors one obtains two different extensions Mz
and Mg of the original Minkowski spacetime near spatial infinity. The choice of
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the first conformal factor = yields the standard representation of spatial infinity
as a point. Consider the conformally rescaled metric:

gz = 525 = d(pr)? — dp* — p*do?, (1)
= (da®)? — (dz")? — (dz?)? — (dx®)?.

Here and all throughout this chapter tilded quantities will always refer to quan-
tities in the physical (i.e. not conformally rescaled spacetime). It can be shown
that all radial spacelike geodesics in M map to spacelike curves (not necessarily
geodesics) in Mz with {p = 0} as endpoint. From (f) we can see that the set of
points for which p = 0 is in fact a point, which we denote by i°. On the other
hand, consider the rescaled metric:

1
go = 0% = p (d(pr)? = dp® — p*da?).

It can also be checked that all radial spacelike geodesics in M map to spacelike
curves with endpoints at {p = 0}. Now, the metric seems to be singular at p = 0,
but introducing a new coordinate r = —log(p) one gets:

go = dr? — 2rdrdr — (1 — 7)%dr® — do?.

Observe that ge|,—0 = dr* — do?, thus the set {p = 0} has now the topology
of a cylinder with S? as spatial sections. We define I = {|7| < 1,p = 0},
IT={r=1p=0}, 1" ={r=-1,p=0},I°={r=0,p=0}.

Let u, v be the null coordinates given by

u=p(l+71), v=p1-"1).

The curves given by u = v/, v’ a constant and fixed angular coordinates are null
geodesics for which it can be checked that map to outgoing (future oriented) null
geodesics in M. Similarly, the null geodesics v = v', with v’ constant, and fixed
angular coordinates map to incoming (past oriented) null geodesics in M. Thus
the set T = {7 =1,p # 0} from which the geodesics with u = constant start
corresponds to future null infinity. Similarly, the set &~ = {r = —1,p # 0} from
which the geodesics with v = constant emanate corresponds to past null infinity.
The sets I* where spatial infinity “touches”null infinity are in a particular sense
(to be discussed later) special. Therefore they are considered neither belonging
to the spatial infinity cylinder I nor to .#*. Notice that the conformal factor ©
vanishes on .+ I and I*.

Most of the discussion here presented will be concerned with the extension
Mg of Minkowski spacetime produced by the conformal factor © = p(1 — 72).
Using the null geodesics discussed in the previous paragraph one can construct an
adapted null (NP) tetrad such that the real vector [ is tangent along the incoming
null geodesics, and the vector n points along the outgoing null geodesics H The

! The use of the vectors | and n here is reverse with respect to what it is the standard
notation [EI,@] The vector [ is generally chosen to lie along outgoing null geodesics.
This is done to agree with the spinorial notation used in [ﬁ]
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Fig. 1. Spacetime close to spatial and null infinities: to the left the standard repre-
sentation of spatial infinity as a point i°; to the right the representation where spatial
infinity is enviewed as a cylinder.

complex vectors m and m are then usually chosen so that they span the tangent
space of the two dimensional spheres S, -+ = {p = p/, 7 = 7'}, with p’, 7" given.
This construction has the problem that m should vanish at least in a point on
Sy +. For technical reasons it will be therefore convenient to coordinatise the
2-spheres S, ; by means of unitary representations of SU(2, C). This can be done
as the unit sphere S? can be identified with SU(2,C)/U(1) which is obtained
from S3 ~ SU(2,C) via the Hopf map. Any real analytic function f on SU(2,C)
admits an expansion of the form,

f = Z Zme,k,ijkja

m=0 j=0 k=0

with complex coefficients f, 1, ;. The functions kaj m = 0,1,2,..., j,k =
0,...,m can be related to the spherical harmonics Y7, [E] The function f will
be said to have spin-weight s if its expansion in terms of the T, kj functions is
of the form,

[e%s) 2q
f= Z qu=kT2qkq—S'

q=|s| k=0

Important for later discussion will be the fact that any C* function ¢ = ¢(p,t)
on Rar x SU(2,C) such that for fixed p it is of spin-weight s, with s independent
of p has a normal expansion of the form,

P 2q
¢ = SprakTog o’
= ;g kLag g—sP s
p>|s| g=|s| k=0

with ¢p.q., complex. This last result will be extensively used. For further details
on the T kj functions, the reader is referred to [E]



Polyhomogeneous expansions 5
3 Linearised gravity in the F-gauge

We will describe the linearised gravitational by means of a spin-2 zero-rest-mass
field @qpcq satistying,

vaa,¢abcd =0.

Using the null tetrad described in the previous section, one can recover the (D,$)
and (A4, ) equations of the NP formalism (see e.g. [[L1[.2]) B:

(1 +7)0r by — POpdn + X4 bpy1 = (n —2)¢n, (2)
(1 - 7')(9-,—(;5”_,_1 + pap¢n+1 + X—¢n = (n - 1)¢n+1 (3)

where n = 0, 1,2, 3. The coefficients ¢,, can be shown to have spin-weight 2 — n.
The operators X, and X_ are complex linear combinations of left invariant
vector fields on SU(2, C), and can be related to the & and 0 operators of Newman
& Penrose [§]. The NP equations () and () imply a set of five propagation
equations,

(14 7)0rpo — pOpdo + X4 1 = —2¢0, (4)
Orr + 3 X_¢o + 35X 2 = —¢n, (5)
Ordo+ 3 X_¢1 + $ X1 ¢3 =0, (6)
Ors + 2 X_ o + 3 X s = 3, (7)
(1 = 7)07r b4 + pOptps + X_¢p3 = 2¢4, (8)
and a set of three constraint equations,
7091 — pOpd1 + £ X 12 — 3X_¢o =0, 9)
TOr 2 — pOyds + 2 X 13 — 3 X_¢1 =0, (10)
703 — pOpds + 3 X4 a — 2 X_¢po = 0. (11)

This latter set of equations gives rise to equations on the initial hypersurface
S = {r = 0} which correspond to the constraints coming from the linearised
Bianchi identities.

Using the equations g)— %) one obtains a symmetric hyperbolic system [E,H]
by simply multiplying (f{)-([]) by a factor of 2. The resulting system is of the
form:

A0, 0+ A0, + ATX d+ A" X_&+ BP =0, (12)

where A* = 0,1,2,3 and B are 5 x 5 matrices. It can be more concisely written
in the form of (A4*).30,¢s + Ba = 0. Crucial for our discussion will be to realize
that the matrix A = diag(1 + 7,2,2,2,1 — 7) looses rank at 7 = =+1. This

2 Here again, in order to agree with reference [ﬂ] our notation is reversed with respect
to the standard one of the NP formalism. Our ¢o, ¢1, ¢2, ¢3 and ¢4 correspond
respectively to the ¢4, @3, P2, ¢1 and ¢o of the standard NP notation.
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degeneracy will be the source of most our problems as this fact precludes the
direct use of the standard theory of symmetric hyperbolic systems.
Let Q be the 5 x 5 matrix with components given by,

(@)ap = (A")ap0u¢-

Then the characteristics of the system () are the hypersurfaces ¢ = k, with &
a real constant, and such that the scalar field ¢ satisfies,

det Q = 0.

It can be readily checked that the hypersurfaces u = k and v = &/, with u
and v defined as in the preceeding section are characteristics of the symmetric
hyperbolic system (@) In particular, the hypersurfaces defined by v = 0 and
u = 0 with p # 0 correspond to £ and .#~ respectively. Hence, . and
#~ are both characteristic hypersurfaces of the system (@) The evaluation of
the NP equations (f]) on . gives rise to transport equations which enable us
to calculate the value of the components ¢1,...,¢4 on £ from a knowledge
of the radiation field ¢g on # . Similarly, using equations (Q) one obtains a
corresponding set of transport equations on .# ~ by means of which it is possible
to calculate the values of ¢, ... , ¢3 from a knowledge of ¢4 on & .

A further look to the system ([[2) reveals that at p = 0 the whole system
reduces to transport equations which enable us to calculate the value of ¢,
(n=0,...,4) from their value at the initial hypersurface S. Hence, we say that
I is a total characteristic of (@) As a consequence, no boundary data can be
prescribed on I.

3.1 Initial data for linearised gravity

That the spin 2 zero-rest-mass field ¢4pcq can be used to describe the linearised
gravitational field can be seen as follows. Consider a family g, (\) of spacetimes
depending in a C! fashion on the parameter A, and such that at A = 0 one
obtains Minkowski spacetime. Therefore,

Guv = T + M, + O(A2).

The symmetric rank 2 tensor EW describes the first order deviation from flatness
of the metric g,,. The computation of the curvature to first order in A yields

12,
Kuwxp = 2V Vihayg),

where 6# is the covariant derivative of the flat spacetime. Then the linearised
field equations take the form:

K, =0. (13)
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The tensor K uvxp 1s trace-free and possesses the same symmetries of the Riemann
tensor. It can be described in spinorial language by a totally symmetric spinor
Dabeq satisfying the spin-2 zero-rest-mass field equation:

eaa’ gabcd =0. (14)

Equation (@) is a sufficient condition for the tensor K uap to be derivable (lo-
cally) from some symmetrlc tensor h;w B] If the spinorial field anbcd is set to
transform as ¢gpeq = 27 anbcd then the equation (@) is conformally covariant.

Let us assume that the family of metrics g,,()\) arise from the Einstein
evolution of a corresponding 1-parameter family of asymptotically flat, time
symmetric initial data given by the 3-dimensional metric,

(3)5(15 = gaﬁ + A (3)E0¢B + O()\2).

It will be assumed that (3)§a5 satisfies the time symmetric vacuum constraint
equations. Then, the symmetric tensor (3)ﬁag is a solution of the corresponding
linearised vacuum constraint equations. In the present discussion we will consider
1-parameter families of 3-metrics (3)5043 such that their suitably conformally
rescaled counterparts (3) gop extend analytically near 7, the infinity of the initial
Cauchy hypersurface. For conceptual reasons it is convenient to distinguish 4
from °, the spatial infinity of the whole spacetime. It can be proved [ﬂ] that
under this assumption the components of the conformally rescaled Weyl spinor
of the family of metrics g,,()\) in the unphysical spacetime evaluated on the
initial hypersurface S are of the form,

|S - Z wp |SP )
p=[2-n|
where
k
Cn,p,q, 2q q—2+n
g=|2—n| k=0

with complex coefficients ¢, p.q,x 7 = 0,1,2,3. Now, upon linearisation one ob-
tains a similar behaviour for the components of the spinorial field ¢qp.q. Namely,

¢n|‘r:0 = Z ¢£|T:Opnu (15)
p=[2—n|
where

¢p|r =0 = Z Zd pigk L 2q q 24+n°

g=|2—n| k=0
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The components of the Weyl spinor 1, satisfy the constraints coming from
the Bianchi identities. Hence, the components ¢, satisfy automatically their
linearised version —equations (§)-([I]) on S = {r = 0}.

Later considerations will make use of a particular spinorial object: the Cotton
spinor (sometimes also called Bach spinor). The Cotton spinor Bgpeq is the 3-
dimensional analogue of the Weyl spinor @ It locally characterises conformally
flat 3-metrics in the sense that it vanishes identically if and only if the 3-metric
is locally conformally flat. One can construct its corresponding linearised version
baped- Linearisation around Minkowski yields the following expression,

babea = 2De(aQ¢bcd)e + QDe(a¢bcd)e’

where {2 = p? is the conformal factor of the 3-metric of the Minkowski initial
data, and Dy its corresponding spinorial covariant derivative.

Inspired in a similar result by Friedrich we present now the following rather
technical result. It will be of much use in later discussions.

Lemma 1. The coefficients d; 1. of the spin-2 zero-rest-mass ([1§) field satisfy
the antisymmetry condition

do.pip.klr=0 = —da p:p.k|r=0, p=0,1,..., k=0,...2p. (16)
Furthermore,
djpipklr=0 =0, p=0,...,5, k=0,....,2p, j=0,...,4.
if and only if
Dayv, - Darbibaeay(i) =0, ¢=0,...,s"

The proof follows from direct linearisation of theorem 4.1 in [ff.

4 A regularity condition at spatial infinity

We now proceed to carry out an analysis of the transport equations one obtains
upon evaluation of the field equations ([f)-(§) and ({])-([L]). Consider the equa-
tions ([)-(§) and (f])-([L]). Differentiating them formally with respect to p and
evaluating at the cylinder at p = 0 one gets:

(1+7)0-dp + X187 — (p — 2)do = 0, (17)
Ordh + 3(X_of + X198) + ¢ =0, (18)
Or¢h + 5(X_ o + X1 ¢f) =0, (19)
Ol + 5(X_¢h + X1 0f) — ¢5 =0, (20)
(1 —=7)0-d + X5 + (p— 2)¢ =0, (21)
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and
Ta‘r(bﬁ) + %(X+¢12) - X—¢g) - p(bi) = 07 (22)
7_a‘r(bg + %(X+¢§ - X—¢11)) - P¢12) = 07 (23)
70 ¢ + 3 (X400 — X_¢) —pdf =0, (24)

where we have set ¢f = 8,(,p )¢n| o=0- One can expand these coefficients using the
functions T, lm in the form:

P 2q
p k
¢n = E E an,p;q7kT2q q—2+n" (25)
g=|2—n| k=0

The coefficients an p.q,r are, in principle, complex functions of 7. Using these
expansions and the equations ([I§)-(R0) and (RF)-(4), one can calculate the
coefficients a1,p:.q, ks @2,pig,k» 03,p;q,k from a knowledge of the ag p.qr and a4 piq.x
via a first order algebraic linear system. Some more algebra leads to,

(1- 7'2)d0,p;q,/’c + (4 +2(p - 1)7)‘.10717;11,7@ +(@+p)g—p+ 1)a0,p;q,k =0, (26)
(1- 7'2)d47p;q-,k +(=4+2(p - 1)7')a4,p;q-,k +(@+p)g—p+ 1)a47p;q-,k =0, (27)

for p > 2,2 < ¢q < p, the overdot denoting differentiation with respect to
7. The equations (R§) and (R7) are examples of Jacobi equations. A canonical
parametrisation for this class of ordinary differential equations is:

Dipapa=1—-7)d"+{B-a-(a+p+27)}d +n(n+a+B+1)a=0.
(28)

In our case the parameters are given by: ag = G4 = —p—2, fo = ag = —p + 2,
n1 = p—+q, and no = p — ¢ — 1. Regular solutions for equations (@) and g)
exist for ¢ # p, and are given quite concisely in terms of Jacobi polynomials [[L4]
Namely,

1—7

p+2
a0,pigk = CLP 277 (1) 4 Oy < ) PIERTR () (29)

2 —p— 1=7\" o
a1pigh = D1PPTETP 2)(T)+D2< 5 > PRI (n), (30)

where C1, Co, Dy and Dy are constants which can be determined from the initial
data at 7 = 0. In the case ¢ = p, the use of some identities of the Jacobi equation

(BY) leads to:
),,_2 (EO + B /OT . s)P—il?1 _ S)p+3> (31)

1-r\""2 (1
Q0,p;p,k = 5

1=\ (1+7\""? v ds
a4’p;p’k_< 2 > < 2 > <F0+F1/0 (1+3)p+3(1_8)p—1>' (32)

_|_
2

+
\]
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The use of Taylor expansions in the integrals shows that they give rise to loga-
rithmic terms. More precisely, recalling that:

! ds A +2 Al
=A,In(1 - e R W ke SR |
/0 Qs iqgaps Bl am vt gy T
Bpz2 By
+B*1n(1+7)+m+...+m7

where the A’s and B’s are some constants. From the latter expansions one can
conclude that the only non-regular coefficients in ag p:q,x and a4 p.q,r in the g =p
case are of logarithmic nature. Analytic solutions arise if and only if ag p;p.m (0) =
a4pip.m(0). That is only the case if the constants Ey and F in equations (B))
and (BJ) are both zero. Now, using the antisymmetry condition ([L6)) of lemma
] one learns that in fact ag,pip,m(0) = @4,pip,m(0) = 0. It is not hard to see that
if this is the case, then a; p.p.m(0) =0 for j =0, ..., 4. Finally, using the second
part of lemma one can relate this behaviour of the initial data to the vanishing
of the linearised Cotton tensor and its symmetrised derivatives on . The results
of the previous discussion are summarised in the following theorem.

Theorem 1. The solutions of the transport equations on I corresponding to the
system (M)-(B) and (E)—) extend analytically to I't if and only if the regularity
condition

D(aSbS»»»Da1b1babcd)(i) =0, s=0,1,... , (33)
holds.

A peculiarity of the logarithms appearing in the solutions of the transport equa-
tions is that they only occur at the highest spherical harmonics sector at each
order. This will be of importance later when discussion the asymptotic expan-
sions of the field ¢gpcq close to £ .

The aforediscussed solutions of the transport equations allow us to obtain
normal expansions of the form,

Gn= Y oo (34)

p>[2—n|

with the coefficients ¢?, given by (). Now, it is of interest to see how the
form of these normal expansions and the regularity condition () reflect on the
structure of the asymptotic expansions close to null infinity. In order to do this,
one has essentially to reshuffle the normal expansions. So far, our discussion has
applied to both future and past null infinities. The forthcoming analysis will
without loss of generality be focused on .# . Nevertheless, a totally analogous
treatment can be performed for . .

Putting together the results from the analysis of the transport equations

(7)-(R1) and (©2)-(P4) one obtains normal expansions for the coefficients ¢o
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and ¢4 which are of the form,

¢o = (S[0](1 = 7) +alIn(l - 7)P[p +2,2p](1 — 7)) ",

p=2

¢1 =y (S[OJ(1 = 7) + b In(1 = 7)P[p — 2,2p](1 — 7)) p".

p=2

By S[n](z) it will be understood a generic infinite series in x starting with
a™. Similarly, P[ni,n2](x) denotes generic polynomials in z of order ns and
whose lowest order term is ™. The coefficients a?, b¥ and those in the se-
ries/polynomials are given in terms of the functions T, kj. Matters of conver-
gence of the normal expansions will be addressed in the next section. Now, a
careful reshuffling in order to obtain expansions in (1 — 7) reveal that,

3 t—2
do=>_ S2p)(1 =7 +Y_ [ SR2I(p) +D_ alp’n(1—7) | (1-7),
p=0

p>4 s=[t/2]
t42
¢a= | SRlp)+Y_ bipln(l—7) | (1-7),
=0 s=1t/2]

where [t/2] = t/2 if ¢ is even, and [t/2] = (¢t + 1)/2 if t is odd. Notice that the
component ¢4 happens to be the most singular one of the field. If the regularity
condition (@) is satisfied up to s = s, then it is not hard to see that,

s.+1
¢4 = Z Ck(l - T)k + ds*—i-l(l - 7')5*+1 111(1 — T) + .. , (35)
k=0
where the coefficients ¢ are C°° functions of p and the angular variables, and

25++6
S« +3 m
ds,+1=1p E Ds*+1,mTzs*+6 Sy+52 (36)

m=0

with Dg,41,m complex constants. Thus, the logarithmic term in the expansion
has only dependence in the highest spherical harmonic sector possible at this
order, i.e. ¢ = s, + 3. Finally, if the regularity condition holds also for s = s, +1
then dg, +1 = 0.

5 Polyhomogeneous expansions

5.1 A substraction argument

So far, nothing has been said about the convergence of the normal expansions
(@) calculated in the previous section. We will now discuss how this can be
done. As before, we write @ = (¢o, @1, P2, @3, P4). Let,

N
gzi)]\f = _Q)pppa
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be the N order partial sum. The linear field equations ([)-(F) and (P))-([L1) are
such that @ itself happens to be a solution of the field equations with truncated
(to order N) initial data. The regularity of @ will depend on whether the initial
data satisfies the regularity condition @) to a given order or not. For example,
if the condition is satisfied up to s = N, then no In(1 — 7) term will be present
in the coefficients &P, and thus @y will be C°°. How could one estimate the
rest? Recall that the symmetric hyperbolic system derived from equations (E)—
(B) breaks down precisely at 7 = 1. This is rather unfortunate, as we are mainly
interested in observing the behaviour of the solutions on null infinity.

Bounds for the rest can be obtained by considering the conformal extension of
Minkowski, M=, in which spatial infinity is represented by a point i®. The spin 2
zero-rest-mass field equations given in spherical coordinates are formally singular
at p = 0 in this representation. Therefore, we resort to Cartesian coordinates
(z*). In this way, the propagation equations read,

Bodo — Dado + D11 + 1Dy = 0,
20061 + D1 + 1o + 102 — iDachy = 0,
280000 + 0103 + D191 + 1023 — iDahy =0,
280003 + O1ba + D1 + 1Gaps — iDahy = 0,
Boda + Dzps + Db — D23 = 0,

while the constraint equations are given by,

20301 + D10 — D1ba — iDaby — iDahy = 0,
203¢2 4 0191 — 0193 — 10201 — i0a¢p3 = 0,
203¢3 + 0192 — 014 — 10202 — 10204 = 0.

The components of the linearised Weyl tensor rescale as follows: $n =p 1 "¢,
n=0,...,4, where p> = (2!)? + (22)? + (2®)?. Thus, the smooth data in Mg
discussed in §3.1, and such that ¢g = O(p?), 1 = O(p), ¢2 = O(1), ¢35 = O(p)
and ¢4 = O(p?), becomes singular in the Mz picture at i (i.e. p = 0). However,
if one provides initial data with sufficiently fast decay at i® then one can obtain
energy estimates of the form,

1911Z25) < ClIPNZa (s, (37)

where || ”%2(0) and || ||%2(21) denote the L? norms over the region U [ and
the hypersurface X respectively. Higher order estimates for the derivatives can
be similarly obtained. The domain O is as shown in figure (E) Notice how in
this way one can obtain estimates that go up to .# T —and through it. In this
spirit consider,

X =9—-oy.

3 The symbol U is to be read “mho”.
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Fig. 2. The region of integration used to obtain the energy estimate (@) The first
picture shows the domain of integration in the representation where spatial infinity is
enviewed as a cylinder, and the second in the in the standard representation of spatial
infinity as a point. Note that X2 which seems to be an extended 2 dimensional surface
is in fact a point: i°. The surface X3 is spacelike and almost flat, and may reach and
go through null infinity.

A close look to the rescaling rules will convince us that:
55|7-:0 = O(PN75)-

It can be readily checked that such a decay implies X|,—o € HY~4(X), where
HF(X)) denotes the k-th Sobolev space over the domain ¥; . Standard theory
of linear of symmetric hyperbolic systems (see for example [B]) then guarantees
the existence of X such that X € CN ~7(0). Hence, we have estimated the rest
of the partial sum @y. If one wants the solution to be of class C*(U), k € N,
then the previous discussion shows that one needs the regularity condition (@)
to hold up to order s =k + 7.

The disadvantage of this approach is that it is hard to extend for the case of
quasilinear equations. Therefore, it will be of little use when we eventually try
to address the full non-linear gravitational field. We need to devise something
else.

5.2 An investigation of expansions close to null infinity

The analysis of the solutions of the transport equations on the the spatial in-
finity cylinder I show that logarithmic divergences will generically arise at I+
for smooth initial data of the sort considered in §3.1 unless the regularity con-
dition (B3) is satisfied. Accordingly, if the regularity condition is satisfied, then
the solutions to the transport equations extend smoothly through I+. This is a
hint that the evolution of generic smooth initial data will be polyhomogeneous,
i.e. its expansions will contain In(1 — 7) terms. An analysis and a discussion of
the properties of such spacetimes close to null infinity, including the existence
of an intriguing set of conserved quantities analogous to the Newman-Penrose
constants has been given in ,E,B,,@]. The regularity condition given in
theorem [| ensures that the solutions of the transport equations ([[7)-(R1)) and
(B2)-(P4) extend analytically to I*. Now, with the discussion on I more or
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P

Fig. 3. The asymptotic characteristic initial value problem close to spatial infinity.

less settled, one would like to study the effects the degeneracy of the field equa-
tions on IT has one null infinity. In particular, one would like to know what do
the logarithmic terms on I imply on .#T. How do they propagate? In order
to investigate this point, we resort to some ideas coming from the asymptotic
characteristic initial value problem [E,,@]. Consider a future oriented null hy-
persurface Ny intersecting #+ at Zy. One can provide characteristic initial data
in the following way: ¢, is prescribed on Ny, ¢ on the portion of .# ™ comprised
between Zy and IT, and ¢» and ¢; on Z. Theorems providing existence in
a neighbourhood U C J~(2y) of Z for the conformal Einstein equations have
been given in [BLd]. An existence theorem for polyhomogeneous Maxwell fields
has been given in [[I{]. Problems with the characteristic approach have mainly
to do with the ample freedom one has in choosing the initial data on Ny. As an
added factor, the theorems by Friedrich and Kéannér given only local existence.
This is somehow a problem, as one would like to take the field ¢gpq all along
#7* and evaluate at the set I, and then compare with the results obtained
from the transport equations on I.

Inspired by the aforementioned characteristic approach, we will make use of
the transport equations obtained on £ arising from the NP equations (). In
this way once the radiation field ¢q is provided, the remaining field components
can be obtained essentially by a mere integration along the generators of null
infinity. Expansions containing In(1—7) terms appeared in the normal expansions
(@) However, it is of interest to consider a more general type of situation
in which terms of the form In"(1 — 7) can arise. So, we will assume that the
components of the spin 2 zero-rest-mass field ¢q.q have asymptotic expansions
near to # of the form,

N;
On = ZZQSSf’j)(l _T)i lnj(l _T)v (38)

i>0 =0

=0,...,4, where the coefficients ¢$§ 9) contain only p and angular dependence.
They are assumed to be smooth at least in {7 = 1,0 < p > po} for py a
given non-negative real number. Some calculus rules will be needed in order to
manipulate the polyhomogeneous expansions ()
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Assumption. For the expansions @), it will be assumed that,

N;
O == > (ilI(1—7)+ i/ (1 —-7) gD (1—7)"",  (39)

i>1 j=0
N;
Dpn =Y > o (1—7) I’ (1—7), (40)
>0 j=0
N;
Xitn =D > Xl (1—7)" I’ (1-7), (41)
i>0 =0

hold, where ' denotes differentiation with respect to p.

The above calculus rules can be used together with the transport equations
on 7T to obtain equations for the coefficients ¢,(f ) in the Ansatz BY). At
each order (1 — 7)P the solutions to these equations will be calculated. The
conditions under which the coefficients ¢£f ) can be pushed down to will then be
investigated. The idea is then to compare the expansions obtained by means of
this procedure with those arising from solving the transport equations on I. If
an identification of the two different expansions is possible, then one can analyse
the effect the regularity condition (@) has on the asymptotic expansions close
to spatial infinity .#*. Now, if at each order (1 — 7)P it is assumed that no
logk(l —7) terms are present in the lower terms, then it is possible to implement
an inductive argument. The results of our forthcoming argument are summarised
in the following theorem.

Theorem 2. Let,

i) the components of the spin 2 zero-rest-mass field ¢apea have an evolution
expansion of the form

n=0,...,4 with the coefficients ¢,(f’j) at least C* in {7 =1,0 < p < po} for
po @ mon-negative constant;

i) the calculus rules (59)-([fd) hold;

1) (;580’0) (the radiation field) be C* in {1 =1,0<p<po} C LT UIT;

i) (;550’0) and gbgo’o) be bounded in {1 =1,0< p < po};

v) the initial data ¢plr—0, n = 0,...,4, be obtained by linearisation around
flat space of asymptotically flat time symmetric initial data satisfying the
Einstein vacuum constraints, and analytic in a neighbourhood of i;

vi) furthermore, the initial data satisfy the regularity condition

D(asb "'Dalblbabcd)(i): s=0,1,..;

s
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vig) Bék)qﬁff’o) be continuous in {T=1,0< p < po}, fork=0,...,i+2 (tangen-
tial smoothness).

Then the expansions of ¢, are in fact logarithm-free, that is,

OIS

i>0

where the coefficients gb,(f’o) are C* in{r=1,0<p < pg}.

The base step (1 — 7)°. In agreement with the Ansatz (Bg) let the leading
terms of the spin 2 zero-rest-mass field be of the form,

Ny
b =D 0D 1/ (1 - 7) +ZZ¢(” (1—7) 1 (1 —7),
Jj=0 i>1 j=0

with n = 0...4. Direct substitution into equations (E) show that,
(béod) _ ¢§07j) _ ¢§07j) _ ¢§O’j) -0

for j > 1. The coefficients (;5((30’0), go,o), go,o) can be determined from the equa-
tions (E) n = 0,1,2. The coefficients satisfy,

p¢§° 0>'+X,¢10 Y=o, (43)

which can in principle be solved if the coefficient (;5((30’0) = ¢o| s+ (the radiation
field) is given. It will be assumed that this is the case, and moreover, that it is

C*°. Being gbgo’o) smooth, one has that

0 =3 e —Z(ZZFS‘LW " ) o, (45)

k>2 k>2 \g=2 m=0

with Fék) .g.m complex constants. Using this expansion and equations (£)- ()

plus the further requirement of ¢; and ¢3 to be smooth at I™ one finds that,

o1 =0(p%), ¢2=0(1), ¢3=0(p). (46)

The substitution of the Ansatz for the time development in equation (E) n =3,
yields as a result the following hierarchy:

_2¢§0,N0) i p(biO,NU)/ _ 0,
_2¢§O,N0—1) _ ¢510’N0) " pd)glo,zvo—m/ —0,

2¢(0 0 _ g1 4 g 00 Ly 400 _



Polyhomogeneous expansions 17

It can be solved from top to bottom, yielding:

iO,N()) _ ¢§O)N0)p27

0,No—1 (0,Np—1 (0,N,
4(1 0 ):(bé(l 0 )92+¢4(1 0)p21np,

1
ELO,O) _ N_O'(EL(P,N())pQ lnNo p+ cee (/54(1070)/)2] _ p2 /X7¢g0x0)p*3dp (47)

where the hatted quantities denote functions which appear during the integration
and thus, contain only angular dependence. The coefficients gbflo’] ) can be then
“pushed down” to I, but not in general in such a way that they are smooth at
It The presence of terms of the form In*(1 — 7) in the Ansatz for the evolution
yields as a result the presence of In™Vo—F p terms in the corresponding expansions.
This is an indication that if In p terms are present in the initial data then these
will propagate in the evolution via some particular lnk(l —7) terms. Logarithmic
terms of the form In’ p do not appear in the normal expansions @) Thus, in
order to be able of performing an identification of the expansions on £+ and
I some degree of tangential smoothness at I will be assumed. A close look to
formulae (@) shows that one needs ¢510,0) to have two continuous p-derivatives
at I™. We will denote this by ¢§lo,0) € C2(I'"). This requirement now implies

that QAS(O’j) = 0 for j > 2, and thus also ¢40’j) = 0 for 7 > 2. Note that the

“integration constant” ( ") does not need to vanish as the p?In p term in (;5 (0:0)
may be canceled with a similar one coming from p f X_q5300 p~3dp. Indeed,
the integral p? [ X_¢g0’0)p_3dp produces a term of the form p?In p from the p?

term in (bgo,o)' As discussed previously,

o0 =" 1, (48)

k>1

where the coefficients féok) are calculated from the fé?k) of equation (@) by means

of equations ()-(@) Setting ¢(0 D= x_ f§02) in accordance with our previous
discussion one finds that,

oM = X_ 1592, (49)

~ X_f
o0 = 600 % — o —— "

- (50)

E>1
k#2
One expects to be able to deduce the required degree of tangential smoothness
form the smoothness properties of the initial data.
Finally, one is now in the position of performing an identification of the ex-
pansions obtained from the analysis of the transport equations on the cylinder,
and those obtained from the transport equations at .# . As discussed, both
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expansions contain In(1 — 7) terms. However, the In(1 — 7)’s in the normal ex-
pansions appear only at the highest spherical sector at each order. So do those
in our asymptotic expansions: from equation (@) one has,

2 2q
0 0 m
fi*g?) = Z Z F33(72);q7mT2q a+1

q=1m=0

And hence,

2 2q
0 0 m
X—f?gﬂ) =" Z Z F?S,;;q,mﬁ2q7q+2T2q q+2>

q=1m=0

with Bog.q+2 = /(¢ +2)(¢ —1). Thus, X_ cancels the sector given by ¢ = 1,
and as a consequence the only non-zero sector in (@) is ¢ = 2. It is noticed
by passing that X_qﬁflo’l) = 0 whence it follows that (tangential smoothness
assumed) X_¢4 is bounded at I'. Hence, the leading term of the evolution
expansion of ¢, has the same form of the expansion given in (Bg) and (B4).
Consequently, if bgpeq(i) = 0 (regularity condition at order s = 0) holds, we have
shown that,

N;
b =00 + 360D (1 — 1) Il (1 7), (51)
i>1 =0
n =0,...,4. That is, there are no logarithms in the leading term of the expan-

sions.

The step (1 — 7). The base induction step is somehow exceptional. In order
to understand better the situation for the general case it is convenient to take a
look to what happens at the order (1 — 7)!. To begin with, let us assume that
the analysis of base step (1 — 7)° has been carried out, and no In(1 — 7) are
present at that order. Consequently, the expansion (@) holds.

Using equations () n =0,1,2 and a similar approach to the one used in the
base step, one readily finds that:

¢817j) _ (bglvj) _ (bélvj) _ (bglvj) =0,

for 7 > 1. This is a direct consequence of the fact that there are no logarithms
at order (1 — 7)°. Furthermore,

s — % :2¢80,0) _ pg00 4 X+¢§O’O)} 7 (52)

§1’0) _ % :d)go,o) _ pgbgo,o)/ + X+¢go’0)} 7 (53)
¢§1’0> _ % :_p¢go,0)/ i X+¢§,O’O)] : (54)
¢g1,0) _ % :—(béo’o) B p(béo’o)/ " X+¢>510’0)} ' (55)




Polyhomogeneous expansions 19

Thus, one can calculate the coefficients (;5((31’0), §1,0)7 (b (10 and (;53 dlrectly
from a knowledge of the coefficients at order p = 0. Using (§f]) in equations
(62)-(F5) one concludes that,

o0 = N

k>|2-n]

The coefficients fle,)~C given in terms of the coeflicients fflol)c of the previous order.
As in the base step, the logarithmic dependence comes from equation (H) with
n = 3. From it one obtains,

_3¢§1,N1 1) _ (25511 N pd)gll,lel)/ —0,

_3¢z(11)0) _ sz(;l)l) + Péfh(;l’o)l + de)gl)o) _ 07
which again is solved from top to bottom so that,

K

¢§1,N1—1) _ 55117N1—1)p3 + 55117N1)p3 Inp,

1 ~ .
&= N—l,aﬁff’Nl)pg ™ p+-'-+¢§1’0)pg] —pB/stbgl’o)p"‘dp-

Whence one observes one more time the appearance of In® p dependence asso-
ciated with the In™ ~*(1 — 7) in the Ansatz for the evolution. The expression

03 fX_¢gl’O)p_4dp can only account for the cancellation of the p31np term in

¢§f’°> via the p? term in gbgl’o). The coefficient (;5(1’0) itself contains no logarith-
mic dependence, as a consequence of equation @) and the smoothness of the
coeflicients calculated at the base step p = 0. Following the spirit of previous dis-

cussions, we require (;5511’0) € C’g’ (I'). Therefore (Efll’j) =0for j=2,...,Ny, and

furthermore ¢§ll’j) =0 for j = 2,...,N;. So, one is left with only two non-zero
coefficients. Namely,

R e
A =G P g+ 300 = b [ X

Now, writing

o5 =3 1", (56)

k>1



20 J.A. Valiente Kroon

one has to set
&(11’1) X_ f3 35 (57)

in order to eliminate the remaining logarithmic term in gbfll’o).

In a similar way to what happened in the base step, one can further show
that the logarithmic dependence is only found at the highest spherical harmonic
sector. However, in this case and also in the general case, the analysis is a bit
more elaborate. From equations ([i¥) and (5J) one finds that:

) X, xX_f©
o = LIS (1= R) AP0+ X600 = N Tk

k>1 k>3

The spin weight of ¢3 is —1, and accordingly,

k 2q
(O) ZZ 3k,q, TQqu-i-l'

g=1 m=0

Thus, at the end of the day one has the following rather complicate-looking
expression:

(10) Z Skp

k>2

= 50 — 153

(g+2)(g—1 (0) m k
+2ZZ Z ( : q =) —(k+ 1)) F37k;q,mT2q q+1FP -
k>1 g=1m=0
k#2

The term (q + 2)(¢ — 1) — (k4 1)(k — 2) vanishes whenever ¢ = k — 1. Hence, if
one writes

k 2q
p— m
- Z Z 3 k,q, T2q q+1>

a=1m=0
one has F?flk)k 1m = 0for k =1,2,... . Therefore, the p® term in X,qﬁgl’o)
contains only q = 3 and g = 1 spherical harmonic dependence, i.e.

2 6

§2 :ZEE: F§2g4n73n3‘+ j{: Fgggﬂnjknl-

= m=0

Therefore, using (f7) one finally arrives to:
6
oY = —4p? Z F?,(,lg);s,mTﬁ s (58)

m=0
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Again, the expansions have the same form of (B5) and (Bg) with s, = 0. If the reg-
ularity condition is satisfied up to s = 1, i.e. if bapca(i) = 0 and D 4, p, bapea) (i) = 0
then

dn = o0 + o0 (1 +ZZ¢<” /(1 —7).

i>2 j=0

The general step (1 —7)PT!. The procedures of the general step are lengthier
but nevertheless of a similar nature to those of the analysis of the (1—7)! terms.
We begin by assuming that a similar analysis to that one carried for (1 —7)! has
been carried up to (1 — 7)? inclusive. Accordingly, the components of the field
are assumed to have an expansion of the form,

p N
SO - S eI - (). (59)
k=0

k>p+1 j=0

The coefficients (;5 (k,0) with k < p are C*°, for they have been constructed out
of the radiation field (bo 0.9 i a way that preserves the smoothness. Hence,

ot = D fars’,
k>|2—n|

where the coefficient fy, ; contains all the angular dependence. In particular, for
the component ¢3 they are such that,

f3k_zz 3k,q, 2q q+1’

g=1m=0

with coeflicients FP’(’L) am such that

)
F?Sfuk);k—l,m = Féf}c;k—lm = FBE kik—p,m = 0’ (60)

as suggested by the analysis of the (1 — 7)° and (1 — 7)! cases. Substitution of
the Ansatz (59) in equations (f) with n = 0,1,2, 3 yields a hierarchy of N1 +1
equations. A similar analysis to that performed at order (1 — 7) readily shows
that

1,5 1,5 1,5 1,5
(bép-i- 3 _ ¢§p+ 7 _ (bép-i- 3 _ ¢gp+ 7 _ 0,
for 1 < j < Np41. One also obtains a set of 4 recurrence relations which allows

to calculate the coefficients ¢y, (p+1.0) =0,1,2,3 from (in principle known) lower
order terms. In future discussions only the expression for (bép 19 will be needed,

oY = shrs [0 = 1) — pe O + X160 (61)
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The coeflicients ¢flp +1.9) are on the other hand calculated using equation (E) with
n = 3. Similar computations to those described in the (1—7)° and (1—7)! steps
lead to:

¢(P+1 WNpt1) ¢(P+1 Np+1)pp+3

¢ip+l7Np+1 1) _ ¢51P+1,Np+1 1)pp+3 + (Ez(lp—i_l)Nerl)perg lnp,

+1,0 ~Np+1,N ~(p+1,0
O = N%@ff’ P g8 InNets g GPEEO) et

_ pp+3 /X,¢gp+1’0)p_4_pdp- (62)

Again, the term pP*3 fX,qbépH’o)p"‘*pdp in the hierarchy (FJ) can be only
used to cancel out the aflp +LD) pPT31Inp term in the expression for the coeffi-
cient gb(p L) 7 hus, in order to perform an identification at I, some tangen-

tial smoothness will be required. More plrec1se1y7 we will demand 4 (1.0 ¢
CP+3(IT). This assumption implies that ¢, GPTLNpe) (bflpﬂ 2 = 0, with

Npt1) _ ¢ip+1,2) = 0. Hence as

the further consequence of yielding ¢(p +h
before, we are left with only two non-zero coefﬁments

1,1) _ (p+1,1
oY = Gl e, (63)
1,0) _ (p+1,1 (p+1,0
¢Elp+ ) _ ¢§1p+ )pp+3 Inp + ¢Elp+ )pp+3
—prt? / X_gP 0 pmimrp, (64)
The coefficient ¢(p+ 0 g smooth, as it is constructed from the ¢y, (P.0) g using
equation (EI) Consequently,
1,0 1
P+ ) Zf3p+ ) k7 (65)
E>1
with the coefficients f3 (p+1) containing only angular dependence. Hence, one sees
that:
p+3 (p+1,0) —4—p (p+1) p+3 (p+1)
p X_g@t 0t rdp = X_ ot mpy S T lia
E>1
k#p+3

In accordance with our previous discussion one sets:

q/;flp+l,1) X '][3)1)1:_13
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In this way we have accounted for the remaining logarithm in ¢§lp L) gee

equation (64). Therefore, at the end of the day one has that:

¢51P+1,1) X f(P+1) p+3

)

N ((p+1)
HPTLO) — Jo+1L0) pi3 X fan
4 = P4 p E—p—3
k>2
k#p+3

The component ¢, is the most irregular one of the field, and thus, the In(1 —
7) terms will appear firstly there. Carrying out the previous discussion to the
following orders, one finds that the first In(1 — 7) terms in ¢3, ¢2, ¢1 and ¢
appear at orders (1 — 7)P™2 (1 — 7)P*3 (1 — 7)P** and (1 — 7)P*° respectively.
Finally, in order to make use of the regularity condition (@) it is again
necessary to identify the In(l — 7)’s appearing in our expansions with those

coming from the analysis of the transport equations on the cylinder I. Using
equations (1) and (b)) one finds

1 X X f)
+1,0
A = g |Gora e 1 AR Y
k>1 k>1
k#p+2

One can make explicit the spherical harmonics dependence:

¢§P+170) —

1 D+
711 | Gpt2p

+ Z Z Z ( s 2) 21) + (p k— )) FB‘(p]c)ququq+1pk‘|v

k>1 g=1m=0
k#p+2

where the coefficients F?fpk)q ., satisfy (B0). The expression (k —p+ 1)(k —p —

2)—(q+2)(g—1) is zero whenever ¢ = p—k and/or ¢ = k—p— 1. Hence, writing

+1 +1 m
(p )= Z Z F?Spk,q? T2q q+1

qg=1m=0

then one finds that

(p+1) _
F3,k;k7p71,m =0.

Furthermore, using the induction hypothesis () in equation (ff) one finds that

(p+1) (p+1) _ (p+1) (p+1) _
FSPkk lm_F3,Z;c;k—2,m_' _F3Z;€k pm_kakplm_O'

In particular if £ = p + 3 then X_ f;f;l) pP*31n p will only contain spherical
harmonic dependence at the ¢ = p + 3 sector. The other possibly remaining
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sector, the ¢ = 1 one, is annihilated by the X_ derivative. Accordingly, it has
been proved that

2p+6
(p+1,1) _ p+3 (p+1) m
o4 = —Bop+6,p+5P E : F3,p+3;p+3,mT2p+6 p+5°
m=0

Hence, the expansions we have so far obtained are similar to those given in (@)
and @) Finally, if the regularity condition (@) holds up to order p + 1 then
one has,

p+1 Ny
b= S AV 3 S (w1 7).
k=0 k>pt2 j=0

Concluding remarks. Some final remarks come now into place. One would
expect to be able to deduce the smoothness of ¢y on null infinity, the bound-
edness of ¢; and ¢3 and the tangential smoothness of ¢, from the smoothness
of the initial data. This would require, in principle, the implementation of some
energy estimates which would allow us to reach null infinity (see the discus-
sion in §3). This is at the time of writing still an open problem. The present
analysis is nevertheless valuable in the sense that it focuses our attention on
the facts/properties one should be able to prove, and their interconnections. It
should be, in principle, possible to undertake an analogue of the above discussion
for the non-linear gravitational field. The analysis of the linearised gravitational
field has shown us the way to lead. These matters will be the subject of future
work.
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