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Abstract

We perform a systematic one-loop renormalization of a general renormalizable Yang-
Mills theory coupled to scalars and fermions using a regularization scheme with
an explicit UV momentum cutoff A. We construct the necessary finite countert-
erms restoring the BRST invariance of the effective action by analyzing the relevant
Slavnov-Taylor identities. We find the relation between the renormalized parame-
ters in our scheme and in the conventional MS scheme which allow us to obtain the
explicit two-loop renormalization group equations in our scheme from the known
two-loop ones in the MS scheme. We calculate in our scheme the divergences of
two-loop vacuum graphs in the presence of a constant scalar background field which
allow us to rederive the two-loop beta functions for parameters of the scalar po-
tential. We also prove that consistent application of the proposed regularization
leads to counterterms which, together with the original action, combine to a bare
action expressed in terms of bare parameters. This, together with treating A as an
intrinsic scale of a hypothetical underlying finite theory of all interactions, offers a
possibility of an unconventional solution to the hierarchy problem if no intermediate
scales between the electroweak scale and the Planck scale exist.
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1 Introduction

Renormalization is in quantum field theory a standard procedure. It not only ren-
ders calculated quantities finite but also, when the freedom in implementing it is
judiciously exploited, allows to analyze the behavior of the computed Green’s func-
tions and observables when the characteristic energy scale changes. The first step
in this procedure is usually the introduction of an ultraviolet (UV) regularization
(an UV cutoff). The second one is performing appropriate subtractions (usually in-
terpreted as an effect of taking into account contributions of suitable counterterms)
after which the UV cutoff can be removed leaving finite amplitudes. The freedom
in the subtractions (in the choice of the renormalization scheme) can be used either
to directly parametrize the computed quantities in terms of a selected set of mea-
sured observables or to introduce an arbitrary scale p and parametrize the theory
predictions with a set of finite, u dependent parameters (hybrid schemes are also
possible). The requirement that physical results be independent of 1 gives then rise
to the renormalization group (RG) which in turn allows for the mentioned possibility
of analyzing the dependence of predictions on the energy scale. The most frequently
used scheme of this second type is the (modified) minimal subtraction MS applied to
dimensionally regularized amplitudes which automatically introduces an arbitrary
scale p. Renormalization of Yang Mills (YM) theories is usually studied using this
scheme [1] the main reason being that the dimensional regularization (DimReg), un-
like other more physical UV cutoffs, automatically preserves (in theories like QCD,
without fermions in chiral representations) the BRST symmetry. This greatly fa-
cilitates the construction of the finite (renormalized) effective action which must be
BRST-symmetric. This property of the effective action is indispensable to ensure
decoupling of unphysical degrees of freedom (Faddeev-Popov ghosts and antighost,
scalar components of vector bosons, would-be Goldstone modes in the case of broken
gauge symmetries or longitudinal vector bosons of unbroken gauge symmetries) and
unitarity of the S-matrix in the physical subspace of the full (pseudo-)Hilbert space.

However, DimReg, while being elegant and convenient as a technical tool, has
some rather unphysical features. In particular it sets (by definition) to zero the
whole class of contributions to the effective action which are due to real fluctuations
of quantum fields but which happen to be quadratically divergent with an explicit
momentum ultra-violet cutoff A (however introduced). It is also hard to interpret
physically the departure from the integer dimension of the space-time. These draw-
backs do not, of course, create any problem for practical calculations aiming at
expressing low energy observables in terms of a selected set of other low energy ob-
servables (or in terms of another set of finite parameters), in which, after performing
subtractions, the cutoff is completely removed, but certainly obscure understanding

of the problem of stability of the electroweak scale G /2 Versus the Planck scale
Mp.

In this paper we would like to adopt a more fundamental point of view on
renormalization (close in spirit to the one taken in applications of field theory to
statistical physics problems), proposed in [2] (see also [3]), which we motivate (in



Section 9) by its possible connection with the hierarchy problem. This view precludes
using unphysical regularizations like DimReg and requires treating the momentum
space cutoff A as a bona fide physical scale which in our approach is viewed as an
intrinsic scale of a fundamental theory of physics at the Planck scale (and, therefore,
the limit A — oo is not taken). This leads us to study renormalization of a general
YM theory coupled to scalars and fermions using an explicit momentum cutoff A.
The use of the momentum cutoff as the regulator in YM theories immediately brings
in the problem that the regulated Green’s functions do not satisfy the requisite
Slavnov-Taylor (ST) identities following from the BRST invariance. This calls for a
special form of subtractions which must restore these identities.! We recall in this
connection the general procedure for achieving this, which is based on the Quantum
Action Principle (QAP) [6,7], and implement it in the explicit one-loop calculations.
We point out, however, that strict BRST invariance is recovered with the help of this
procedure only in the limit of infinite A; for finite A the ST identities remain broken
by terms suppressed by inverse powers of A? and one has to assume that other effects
of the underlying fundamental theory act so that effectively all potential problems
associated with this breaking are cured.

To our knowledge, renormalization of YM theories in the regularization based on
an explicit momentum cutoff has never been studied systematically. In this paper
we provide the necessary technical tools for developing the approach sketched in [2]
and perform the systematic one-loop renormalization of a general renormalizable
YM theory coupled to scalars and fermions in arbitrary (but non-anomalous) rep-
resentations using the explicit UV cutoff proposed there. The paper is organized
as follows. In Section 2 we explain our notation and conventions and recall basic
facts concerning the BRST symmetry. In Section 3 we specify our choice of the
UV cutoff which introduces a scale A and present some technicalities concerning
practical evaluation of Feynman diagrams. Section 4 is devoted to the general pro-
cedure of making subtractions restoring the BRST invariance. Here we also specify
our renormalization scheme which, similarly as the ordinary MS scheme, introduces
an arbitrary scale p. Explicit determination of the one-loop counterterms and of
the relation between renormalized parameters in our scheme and in DimReg occupy
Sections 5 and 6. The results of Section 6 can be also read as an extension to the
most general case of the results of [8], namely as a proof of equivalence at one-loop
of the MS scheme with anticommuting v° matrix with a fully consistent renormal-
ization prescription. In Section 7 we introduce the RG equation. We argue that the
standard reasoning justifying it is not directly applicable to regularizations which
break the BRST invariance and, therefore, 1 independence of the results requires
a separate proof (which we offer). The renormalization group allows for the use
the concept of bare action whose structure in the case of our regularization is elu-
cidated. In the same section using the relation of our subtraction scheme with the
standard MS scheme we derive two-loop renormalization group equations satisfied
by parameters (couplings and mass parameters) of a general YM theory. In Section

L An alternative approach is to device a cutoff regularization which preserves an appropriately
modified version of the BRST symmetry [4,5].



8 we apply our regularization prescription to the two-loop computation of the scalar
fields effective potential focusing, however, only on its divergences. We determine
in this way the two-loop coefficient proportional to A? of the counterterm to the
effective potential which turns out to be different than that found using the dimen-
sional reduction (DimRed) [9,10] which has been recently reproduced in [11] using a
cutoff regularization superficially similar to ours. We explain the difference between
our result and that in [11]. We also determine the one-loop coefficient of A? in the
counterterm to vector boson masses squared which is not present in DimReg (or
DimRed) but is unavoidable in the regularization by a physical momentum cutoff.
The possibility to formulate the theory in terms of the bare action and treating
the introduced momentum cutoff scale A as a physical (finite) scale allows to discuss
the hierarchy problem and to propose its possible solution along the lines of ref. [2].
In Section 9 we recall the basic idea of this solution (which owing to the results
presented in this paper gain more solid foundations) and use the derived two-loop
RG equations and the coefficient of A? divergence of the effective potential to discuss
(non)viability of this solution in the SM. Section 10 contains our conclusions.

2 Lagrangian and conventions

As the starting point of our approach we consider a general renormalizable Yang-
Mills theory with the gauge group which is a direct product of an arbitrary number
of compact simple Lie groups and U(1) groups coupled to scalar and fermionic
fields in arbitrary representations of the gauge group. We work with real scalars
¢" and represent all fermionic fields as four-component Majorana spinors ¢ built
out of fundamental two-component Weyl spinors.? It is also convenient to consider
the theory in the presence of an arbitrary constant scalar background ¢* which can
eventually be identified with the vacuum expectation value (VEV) of “the symmetric
phase” field ®° = ¢' + '. (This identification, however, will not be used in what
follows). Thus the classical gauge-invariant action I§ (prior to regularization) is
given by the integral of the Lagrangian density

L5 =~ JasF 5 PP + S0,(D,0) (DM~ V(6 + )
45 0 {0 i D) = (Mo + )t} 2.1)

The potential V(®) is a fourth order polynomial. It is parametrized by the following
coupling constants and mass parameters:

N = Vah(@), (ol = Vo), mby = MA(0); = Vi(e), Vi) £0.(2.2)

which, with the exception of Az, are ¢-dependent. The generalized fermion mass
matrix, which is a first order polynomial in ®, includes also the Yukawa couplings

M\F((I)) = M\F(O) + 1 D (2.3)

2Although calculations with the Majorana fields involve the charge conjugation matrix C' defined
by the relation 1 = ¢TC, they are more convenient as they lead to a smaller number of diagrams.




Different kinds of indices are lowered /raised with the aid of the appropriate metrics:
ijs 0ap, dap for internal indices and 7, = diag(+1, —1, —1, —1) for Lorentz indices.
The explicit form of F9,, is

FS, = 0,A5— 0,A%+ ey A) A}
and the covariant derivatives read
Dut = 06+ ASTald+ )+ Pl Dyt = 0,0 + A 1,00 (2.4)

T, are real antisymmetric generators of the gauge group in the representation formed
by the scalars ¢'; they satisfy the commutation relations [T, Tg] = T, ewaﬁ with the
real structure constants e'yaﬁ. Obviously, e'yaﬁ, which themselves are matrix elements
of the generators e, in the adjoint representation ([eq]”; = €7,5), are, similarly as 7,
and t,, (and f, - see below), proportional to the gauge coupling constants. We work in
a natural basis of the gauge Lie algebra, so that the indices « split into Abelian ones
(a) and semisimple ones (ag). Coefficients P, obeying T3P, = 0 must vanish for
non-Abelian indices o = ag. If P,, # 0 for some Abelian indices a4, Stueckelberg
fields are present (see e.g. [12] and references therein) among components of the
scalar fields ¢ as explained in Appendix A.1. In the generators t,, similarly as in
the generalized fermion mass matrix (2.3), the chiral projectors P, p = (1 F7°)
are included:

to = foPr+.Pr,  Mp(®) = Mp(®) P + Mi(®) Py, (2.5)

(likewise y; = Y; P, + Y;* Pg). Here §, are ordinary antihermitian matrix generators
(satisfying the relation [fa, fs] = f,€’,43) of the gauge group representation realized
by the Weyl fields. The background-dependent mass matrix mg of the Weyl fermions
has the structure

mp = Mpg(p) :MF(O)—FYZ'(,Oi, (2.6)

We also write mp = M r(p) for its Majorana counterpart. The mass matrix of the
vector bosons is given by

1 o
[mi] 5 = M (9)]ap = —§<PT{7;, Tolp + Py Ps. (2.7)
If Stueckelberg fields are absent, m} vanishes unless the background ¢ has some

nonzero components breaking (at least partly) the gauge group. Gauge invariance
of L§! implies also various important relations between parameters, like e.g.

(m5Ta), = VIO = (TV' ()i (2.8)

To generate Green’s functions of the quantum theory, the classical action 17
must be supplemented with a gauge fixing term and with the ghost fields action. The

4



structure of divergences arising in the perturbative expansion can be then controlled
by working with the BRST invariant tree-level action

o= 1814 1 = [t (g7 + 25, (2.9)

where £ depends on the Nakanishi-Lautrup fields hg, the ghost fields w® and W,
and the so-called antifields K;, K,, K* and L,:

£ = s (" + 50 ) Lo s() 4 K ) + Kos(0) + K2S(4). (2:10)

Here £°# are arbitrary gauge fixing parameters. In what follows we will work in the
Landau gauge

3= —0,A%, P =0, (2.11)

which leads to some simplifications due to the presence in this gauge of additional
symmetries of 1% (see Appendix A.1).
The action on fields of the BRST “differential” s(-) is given by [13]

$(6) = [Talo+ @)+ B s = (tat)”,  s(A]) = ~B +e, 50 AL

s(w®) = = €%, ww, 5(@a) = has s(ha) = 0. (2.12)

The antifields K;, K,, K* and L,, treated as external sources, control the
renormalization of the composite operators s(¢*), s(1)*), s(A%) and s(w®). Set-
ting s(K;) = s(K,) = s(K#) = s(L,) = 0 makes the action If**** a BRST-exact
functional: 1§ = s(W). Nilpotency s*> = 0 of the s(-) operation ensures then the

BRST invariance of the complete action (2.9): s(ly) = 0.

In writing identities expressing the BRST invariance of the effective action we will
work in the momentum space representing fields by their Fourier images according
to the formulae

« _ 47 —ilr Ja 0 . d4l ilx 0
Au(x)—/dle Ay, Mg(x)_/(%)ﬁ D (2.13)

Momentum space one-particle irreducible (1PI) Green’s functions are then given by
(all momenta are incoming into the 1PI vertices)

_ 9 5 5
i §AX(1) 5 (p) SYb(p/) 0
= 2m) Y +p+ DT, (0 p, 1) . (2.14)

(")) A2 ) ) Lo, A, ]

The functional derivatives (which act always from the left) in (2.14) are taken at the
“point” at which all fields vanish. Notice also the order of the fermionic variables
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and the “wrong” height of indices inside the bracket (-) . For the 1PI functions we
will also use the notation

(P wAW) = oI +p+) (PP @AWY (215)

1PI

Green’s functions like (2.14) become “physical” when the background ¢ is chosen
so that the following condition is satisfied

ol [o, 0, A, .. ]
6¢*(2)
As we have already said, in studying renormalization we do not impose the above

relation, treating ¢’ as arbitrary external parameters. Contributions of order A" to
the 1PI function are denoted I'(---)™ e.g.:

0

baap p7 Zhn baap p’) )

In what follows it will be convenient to further split fbag(p’ ,p, 1)) into the con-
tribution of the counterterm diagrams and the sum of genuine one-loop diagram
contributions. The latter will be denoted T',."(p/,p, )P, If a given function is
convergent by power-counting, the superscripts (*#) and @) are used interchangeably.

3 The explicit UV cutoff

As the UV cutoff in our study of the renormalization of a general YM theory we
choose (out of many other possibilities) the prescription which consists of modifying
every derivative in the Lagrangian according to the rule

82
Oy — exp{m}ﬁu. (3.1)

The replacement (3.1) is to be done at the level of the Lagrangian densities (2.1)
and (2.10); in the latter the BRST operations s(-) have to be carried out first (this
should be considered a part of the regularization definition). The important virtue
of the proposed prescription is that it preserves the formal invariance of the path
integral with respect to shifting fields by constant backgrounds, leading to the 1PI
effective action I' satisfying the “translational Ward identity” [14]

F[Aa¢>¢>--->80]:P[Aa¢>¢+%--->0]- (32)

It is therefore applicable without modifications also to theories with spontaneous
symmetry breaking by nonzero VEVs of scalar fields. On the practical side, the
prescription (3.1) allows for an easy extraction of finite and divergent parts of am-
plitudes which can be automatized using standard computer packages for symbolic
manipulations.



In the more fundamental perspective (see Section 9) the Lagrangian density
modified in this way can be viewed (after expanding the exponentials, so that they
give rise to infinite sum of higher and higher dimension operators) as a part of the
complete Lagrangian density of an effective field theory which in the perturbative
expansion reproduces results of some fundamental finite theory of all interactions.
The scale A should be therefore identified with an intrinsic physical scale of the
putative fundamental theory rather than with the scale introduced by the Wilsonian
procedure of integrating out some high energy degrees of freedom (see Section 9).

In the momentum space the prescription (3.1) is equivalent to the replacement

]{72
]{7“ — Ru(l{?) = exp{—w} ]{7“ . (33)

A Wick rotation is then not justified and neglecting the integral over the contour at
infinity must be regarded as a part of the regularization prescription (alternatively,
the prescription can be formulated directly in the Euclidean version of the theory).

With the prescription (3.1) the propagators of vector bosons (in the Landau
gauge), fermions, scalars and ghosts take respectively the forms:

102 _'l e k lk: 2
0 = (g (=52

i ) = c] (3.9

1112 Z e
20 = o]

6&

e i
iDgy, 5(k; A) = R0

The mixed scalar-vector propagator vanishes owing to the choice of the Landau
gauge (2.11). We also list the vertices which get modified by the prescription (3.1):

Laaa({k}) = 3%6a1a2a3{[73(7f3)—R(k2)]“177“3“2 + [R(k1) = R(ks))on!re

+ [R(ka) =R (ko) L AR (ko) AQ2 (k) A2 (ks) (3.5)
Lass({k}) = 2,[R(k2) Rk (Ta)iin Afy (k) 0" (k) 6 (k2)
Lag,({k}) = —iR (k1) €0, A (ky) Way (k1) @ (k) -

We have used here the notation

Z /Hd ki Loy, (ko k) 20) 6D (ky 4 -+ k) . (3.6)

.....



The remaining vertices having n > 3 are not modified.?

To see that indeed all relevant diagrams are regularized by the prescription (3.1),
consider a 1PI diagram ~ consisting of V; vertices of type i involving (prior to
regularization) d; derivatives and to which n;g lines of fields of type ® are attached,
Is internal and Eg external lines of type ®. The corresponding integrand (after
Wick rotation) acquires the factor exp(w(y)k%/2A?), where

w(7) =Y Is(250 —2) + Z Vid; , (3.7)

(the factor s¢ characterizes the ® line propagator which behaves as k?q’_z as kg —
o0). Obviously, a diagram v gets regularized if w(y) < 0. Moreover, since w(y) =
AL + w(v), where L > 0 is the number of loops and w(7y) is the textbook degree
of superficial divergence [15], it follows that superficially convergent diagrams (of
w(7) < 0) necessarily have w(7y) < 0. Using the standard identities one gets that

w(y)=—-4L-1) - Z Ep(1+ se) — Z Vil (3.8)

where A; =4 —d; — > 5 nio(1 + s¢). This shows that in renormalizable theories,
in which all vertices have A; > 0, unregulated by the prescription (3.1) remain
only one-loop (L = 1) vacuum (Fs = 0) diagrams which cannot appear in physi-
cally interesting amplitudes as divergent subdiagrams. All other diagrams arising
in renormalizable theories get regularized.

Computation of diagrams regularized with the help of the prescription (3.3) is
based on the following expansion

7 _ k2/A2 2 m _ k2/A2
R2(k) — m? ‘ k? —m? Zo [m2 — k2 (1 ‘ )] ’ (39)

n=

(k may stand for a sum of several loop and external line momenta). It is clear that
in the Euclidean space, for k? — —k%, the expansion (3.9) is absolutely convergent.
In particular, owing to the growing inverse powers of m? — k? in successive terms,
for a given one-loop diagram only a finite number of terms yield integrals that are
divergent when the factors e’/ A2(1 — ¥/ AQ)" are omitted. The remaining terms
are integrable without these factors which implies that their contributions vanish
in the limit A — oo. Thus the practical recipe for computing diagrams regularized
with the help of (3.3) consists of the following steps (see also Appendix B): i)
expanding all regularized propagators as in (3.9), 7) combining denominators using
the standard trick introducing integrals over Feynman parameters «;, 4ii) shifting
and Wick-rotating the momenta, i) expanding the exponential factors in powers of
external momenta, v) performing integrals over angular variables. After these steps

3The two-point vertex £ K6 is omitted here as it does not contribute to loop 1PI diagrams.
For the same reason propagators involving the Nakanishi-Lautrup multipliers h, are omitted.



every one-loop diagram gets represented in the form of the confluent hypergeometric
function

Ula,b, z) = L/ dt 1711 4 )"7* L exp(—2t), (3.10)
I'(a) Jo

in which a and b are some real numbers, ¢t o« k% and z is the ratio of a linear combi-
nation of masses squared and external momenta squared weighed by the Feynman
parameters «; and of A%, One is therefore led to study the limit of 2 — 0 of
U(a, b, z) which can be extracted using the well known formulae [16]. In this way
one-loop diagrams get represented in the standard form of integrals over Feynman
parameters.

Although this is not necessary for one-loop calculations, we note that in gen-
eral extraction of the A — oco asymptotics can be efficiently done by exploiting a
theorem by Handelsman and Lew [17] which relates the requisite coefficients in the
asymptotics of the Laplace transform of the general form

Lif = [Cdesw e,
0
directly to the coefficients of the ¢ — oo asymptotics of the function f(t) and to
constant terms in the Laurent expansions of (the analytic continuation of) the Mellin
transform

MIf, 2] = /Ooodtf(t) 1

around its poles. Thus, the Handelsman-Lew theorem is crucial for finding the
asymptotic form of multi-loop diagrams, which cannot be expressed in terms of the
function (3.10).

4 The subtraction procedure

The UV cutoff introduced in Section 3 explicitly breaks the BRST symmetry -
s(I{) # 0, where I} is the action (2.9) modified according to the prescription
(3.1). Consistency of the quantized gauge theory does not require, however, BRST
invariance of I&, but only BRST invariance of the 1PI effective action I' - the
functional generating one-particle irreducible (1PI) Green’s functions. This can be
restored by using the general methodology based on the Quantum Action Principle
[6,7] (see also [18,19] for reviews). In practical terms it consists of starting with the
local BRST invariant action expressed in terms of renormalized fields and parameters
and in making in the computed Green’s functions (or the effective action) order by
order in the loop expansion appropriate subtractions in such a way, that the Zinn-
Justin (ZJ) identity [20]

S(I) =0, (4.1)



in which S(-) is the differential operator whose action on an arbitrary functional F
of fields and antifields is given by*

oF OF oF OF oF OF oF OF oF
S(F) = SKE 547 +5Ki'57¢i+5ka.5¢a 5L 0 +ha-ﬁ. (4.2)

is satisfied (up to higher order terms) by the subtracted effective action I". Within
the general framework the possibility to restore BRST invariance of the effective
action (in non-anomalous theories) in this way was first demonstrated in [13] using
the BPHZ scheme [21] in which subtractions are made directly in integrands of
the integrals corresponding to Feynman diagrams and thus no explicit regulator is
introduced. This approach is usually used in formal proofs of existence (within the
perturbation theory) of unitary gauge theories for which no symmetry preserving
regularization is available [22-25]; some practical calculations within the Standard
Model (SM) based on this approach can be found in [26-29].

The general QAP methodology can obviously be applied also in conjunction with
any explicit BRST symmetry violating regulator. In such an approach one constructs
order by order in the perturbative expansion the counterterms: the divergent (as
the regulator is removed) ones, which in our scheme will be uniquely determined
by the regularization and the adopted “minimal” subtraction prescription, and the
additional finite counterterms restoring the ZJ identity. This approach has been used
in particular to renormalize YM theories with chiral fermions using DimReg and the
original 't Hooft-Veltman definition of the 4° matrix which avoids inconsistencies
[30] but breaks the BRST symmetry already at one-loop. The full set of one-
loop counterterms was determined in specific models [31], including supersymmetric
ones [32] as well as in an arbitrary renormalizable gauge theory without scalars [§].

In this paper we apply this approach to the regularization of a general renor-
malizable YM theory by the explicit UV momentum cutoff defined in Section 3
(see [33-37] for partially related applications in the context of the Wilson-Polchinski
renormalization group). Below we recall the general procedure based on the QAP
and specify our way of fixing its arbitrariness (our renormalization conditions).

As said, the starting point is the regularized action 2 obtained by applying the
prescription (3.1) to the local BRST symmetric action I defined by (2.9). All fields
and parameters of Iy have the interpretation of renormalized quantities. The action
Iy is such that S(/y) = 0 and satisfies a number of additional conditions listed in
Appendix A.1. Since

PlIg] =15 = Iy + O(h),

the “asymptotic part” of T'} (denoted T'y) obtained by neglecting all terms which

vanish in the limit A — oo satisfies the ZJ identity (4.1) up to terms of order .
We now show that having a local action [, (with all counterterms up to the

order A" included) satisfying the conditions of Appendix A.1 and such that in the

“We use the notation k-g = [ d*z k(z) g(x).
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asymptotic part T',, of TA = I'[TA]
T, =1+ > WP (4.3)
k=1

k)

the functionals FSL are already A-independent for k& < n and

S(T,) = A"Q, + O(R"1?), (4.4)

it is possible to construct I,,,; extending these results to the next order in n. Useful
in this, in addition to the operator (4.2), is also its linearized version Sr [19] defined
by S(F +eG) =S8(F) +e8Sp(G) + O(£?), whose explicit form reads

_GF 6+6F 6+6F (5+6F 5+hi
- OKE A% OK; 667 0K, 0yt 0L dw Y dw,
5F 6 5F 6§ 6F 6 5F 6

Sr

5Az OKL 091 0K,  oyn 0K, | dwn oL, (45)
The operations S(-) and Sg have two important properties [19]. Firstly,
SrS(F)=0. (4.6)
for any functional F'. Secondly, if S(F') = 0, then
S7=0. (4.7)

In particular, 820 =0.

It is the well known property of the ordinary renormalization procedure that the
lowest order divergent (in the infinite cutoff limit) part of T',, that is F%"H)div, is
an integral of a local operator which can be removed by adding to I,, appropriate
counterterms. Similarly, the QAP guarantees [6,7], that €, in (4.4) is an integral
of a local operator (of ghost number 1 and dimension < 5). Moreover, using the
identity (4.6) applied to F' = I',, in conjunction with the expansion Sr, = S;, +O(h)
one learns that €, satisfies the Wess-Zumino consistency condition (WZCC)

S =0. (4.8)

Restoring the BRST invariance of I" in the order h"*! relies on the possibility of
representing €2, in a cohomologically trivial form

Qn = Slocgn ) (49)

with %, being the integral of some local operator (of ghost number 0 and dimension
< 4), which can therefore be used as an additional (symmetry restoring) countert-

erm. This is so if the representation of the gauge group realized on fermionic fields
fulfills (cf. Eq. (2.5))

tr(fa{fs, 1) =0, (4.10)
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for all triplets (v, 3,7) of the gauge indices.’

In the “algebraic renormalization” framework usually explicit renormalization
conditions are used to fix the counterterm %, [19]. Here, aiming at constructing a
mass-independent renormalization scheme, we adopt a two-step procedure instead.
In the first step a local action

I, = I, — prtipinabdv, (4.11)
is constructed with the divergent part I/ ™% defined in the spirit of (the modified)
minimal subtraction as the “pure divergence”, i.e. by imposing the condition

n+1)div
ryevav e _of =0, (4.12)

A2=0
in which 9, is the “basic logarithmic divergence”

A? A?
5AEIHF—1—VE—1HQIIHE. (4.13)

The arbitrary scale p is introduced on dimensional ground to render the subtraction
procedure mass-independent. The “asymptotic” (in the sense explained above) part
I, of the effective action I'* = I'[IA] obtained from the regularized version I* of I,

has then the form®

[, =T, — FrHretDdy L opnt?) (4.14)
and it is easy to see that
S(T) = A"1Q, + O™, (4.15)
where Q, is related to €, in (4.4) by
Q, = Q, — S, [n+div (4.16)

As all A-dependent terms in T, are at least of order h"*2, Eq. (4.15) means that
€2, is A-independent. Furthermore, (4.9) (if true) implies that

Q, = =S o0 (4.17)

SFor semisimple gauge groups the only cohomologically non-trivial solution to the WZCC (4.8) is
the Adler-Bell-Jackiw anomaly, which vanishes to all orders if (4.10) holds (see e.g. [19]). Additional
(Abelian) anomalies that could potentially appear in the case of non-semisimple gauge groups [38]
are excluded if the Abelian antighost equation (A.6) is imposed as one of the conditions defining
the theory (see [39] and references therein).

6The form (4.14) is correct, because quadratic divergences are independent of external momenta.
For this reason, terms of the form

2
A% exp {——} =N +0A ),
will not be produced by the prescription (3.1).
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with 6L being the integral of a (cutoff—independent) local operator (of ghost
number 0 and dimension < 4). Regularized version I, of the next order local
action

A fn + e 5J\£Ln+1) =1, + prtt {5b1—\£bn+1) _ F(n-i—l)div} : (418)

n

leads then to I'A.; = ['[I*, ] whose asymptotic part I', 1 reads
Tpir = 0y, + AP {GL0HD — pmtldivl o o(pet2), (4.19)
and breaks the ZJ identity (4.1) only at the 2" order:
S(Ti1) = B, — &, [LPHDW 5D+ D] L 4 O(R™F2) = 0+ O(R™F?). (4.20)

To complete the inductive step it is still necessary to show that I, satisfies also
all the auxiliary conditions (A.1)-(A.8). This is done in Appendix A.2.

Due to the non-triviality of kerSy,, the counterterm g,I’ D) 55 not uniquely de-
termined by the condition (4.17) - any functional 7, belonging to %’ N ker &y, can
be added to it. Here 9 denotes the vector space of integrals of local operators of
dimension < 4 and zero ghost number satisfying the homogeneous versions of the
conditions (A.1)-(A.8) and having other symmetries of Iy. It is easy to check that
any 7, € ¥ Nker Sy, has the form

_ 4 ks B Al ﬁs CHGI Bs
= [ d'z (E™, |(KE, — 0"Wsg)0uw 6A“SA (4.21)

S FO 4 m)"(%)ﬁ'+z‘(W)“z;é<Dm>b—w(as,w)},

with the matrices E, z (of course, z¥ = 2Py + 2 Pg) and the polynomial w(¢, 1))
constrained by the global symmetries of [ (including those which belong to the
gauge group); moreover zq5 = 0 if either ¢ or j corresponds to the Stueckelberg
scalar and w(¢, ) is mdependent of the Stueckelberg fields.

Remembering that the tree-level action Iy is (up to a rescaling of field) the most
general functional consistent with the power-counting and a given set of symmetries,
it is easy to check that Eq. (4.21) can be can be rewritten in the form (here g¢
denotes collectively all parameters of Iy except for components of the background
¢, i.e. couplings constants and explicit mass parameters)

y, = {%C% — Ny(2?) — Ny (%) — N, () —NA(E—l—ZA)}IO, (4.22)
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where

5t ' OK,
Nule) = 0 {0t 5~ R 5}
v b FTTC
5 5
_ B . _ L
No(z) = 2% {w 50 L. 6L5} , (4.23)

) ) ) )
— o B . _ KM O — — o
Na(z) = 2% {Au 547 K! 5K’B‘ W 5 he 5h5} ,

are the “counting operators” [19], E equals E for non-Abelian indices and vanishes
otherwise

E"; = 0%, K", 0%, (4.24)
while the coefficients B¢ satisfy the relations
0
B 8Q—CTQ =[], T, for T, =T, ty, €, (4.25)
and 9
%C(,}?PM = [24%4,, P, . (4.26)

Of course, the coefficients B¢ corresponding to non-gauge couplings g (which
parametrize the w(¢,1) polynomial) are not constrained by the relations (4.25)-
(4.26).

The form (4.22) of g, implies that this functional can be obtained from I, by
an infinitesimal “finite renormalization” of its fields and couplings g¢. This shows
that the necessity of fixing the freedom in the form of the counterterms 5|,F£Ln+1) is
equivalent to the usual necessity of specifying the renormalization conditions.

In our approach we impose the implicit renormalization conditions by requiring
that the counterterms 5bF£L"+1) belong to a subspace W C ¥ which is complementary
to the subspace ¥Nker Sy, that is such that ¥ = [¥Nker Sz,]® W. Different choices
of W correspond to different mass-independent renormalization schemes. Since a
generic element v of 9 is of the form

0= JIA 6.4 + B, / Az Kb — 95, ] 0,05 .

where the functional 7 is independent of the Stueckelberg fields and constrained
by power-counting and global (gauge and other) symmetries of I, it is easy to see
that one (particularly natural) choice is the subspace W spanned by the following
integrated operators (in the symbolic form)

SI) ¢ / (04,)(8°A,) © A AP @ AT P & A" Prp @ g A, AP @
DA B A B GA A" B AAIA & AAAA, (4.27)
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in which each component represents a set of operators with all possible assignments
of the “color” (and “flavor”) indices. In the last two terms suppressed Lorentz
indices have to be contracted in a Lorentz-invariant way. The counterterm (4.27)

vanishes for A = 0 and does not involve the A,09,0"A" operator nor the Stueckelberg
fields. We will call this choice the A-MS scheme.

As a result of the procedure outlined above the action I is constructed which,
modulo exponents introduced according to the prescription (3.1), has a renormal-
izable form but is obviously not BRST symmetric. In typical applications of the
procedure, mentioned at the beginning of this section, the structure of the resulting
BRST symmetry violating counterterms is not very interesting in itself - the coun-
terterms serve only as a technical mean to consistently calculate finite amplitudes
satisfying the appropriate identities (which embody the requirements of the BRST
invariance). Therefore one usually does not exploit the fact that, as will be shown
in Section 7, the action 2, can be given the interpretation of the “bare” action I
expressed in terms of the “bare” parameters. This fact, however, will be crucial in
discussing our view on the hierarchy problem in Section 9.

Before closing this section an important comment must be made. From the above
description of the procedure for constructing counterterms it is clear that the full
BRST invariance of the effective action I' (i.e. the ZJ identity) is recovered only in
the strict limit A — oo. This is perfectly fine if one does not ask about the origin of
the low energy field theory model and is interested only in obtaining renormalized
(finite) amplitudes satisfying the requirements of the BRST symmetry. On the other
hand, if the bare action and the cutoff A are to be given a physical meaning (and the
limit A — oo is not to be taken), one has to assume that the complete bare action Iy
has additional terms, suppressed by inverse powers of A, which are not obtained with
the help of the outlined procedure applied to the regularized renormalizable action
(2.9), and which conspire to restore the full BRST invariance of the amplitudes.
Indeed, the experimental limit on the photon mass M, < 107** eV [40] does not
leave room for BRST (gauge) symmetry breaking at order My, /A* (or My, /A?),
even for A as high as the Planck scale. We do not attempt here to determine the form
of these terms. We only point out that such a situation can be somewhat analogous
to the one encountered in superstring theory: while the anomaly is shown to cancel
out exactly at the string theory level, the minimal supergravity - the effective low
energy theory of massless string excitations derived from string tree-level amplitudes
is anomalous. Making it anomaly-free requires modifying the field strength H = dB
by adding a term which originates from one-loop string amplitudes; this correction
taken alone breaks supersymmetry; restoring supersymmetry reintroduces, in turn,
the anomaly and so on.
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5 Determination of the BRST symmetry restor-
ing counterterms

At the one-loop order the ZJ identity (4.1) is equivalent to the condition
S, TM =0, (5.1)

where I =T §1) is the one-loop contribution to the renormalized 1PI effective
action (for the notation, see (4.3)). In our renormalization scheme (see Section 4)
the BRST symmetry restoring counterterm o,° ((]1) must be of the form (4.27). In
order to determine the coefficients of its individual terms it is sufficient to consider
the derivative of (5.1) with respect to the ghost field restricted to the “physical
submanifold”

W =W, = K" =K, =K, = Ly = ho = 0. (5.2)

«

In the momentum space, cf. Eq. (2.13), the resulting identity reads’

oY) P oL}, LT - a oL}
ZZMMZ(D +/d pengM(p—l)Mg(p) +/dp[tvw(p—l)] 57°(p) +
~ i 5P(1) .5F(1)
d4 —1 ~Ph 1 ~Ph
v [ [Ro -] o+ T S
N /d4p SIST [ §  orw }_ / dtp oISt §  or® N
(2m)* 6 Aa(p) 0w () sKA(=p) 1, J (2m)" 6 (p) | 0&7(D) § K, (—p) oh
dp SI§! { § 6T }
. _ =0, 5.3
+/(27r)4<5¢>i(p) 0w (1) 6Ki(—p) 1, >3

(the sum T, + P, appearing in (2.12) has been replaced here by T, because the
Stueckelberg fields, if present, are free in the Landau gauge — see Eq. (A.7)).

As it is easy to realize (by looking at the Feynman rules), the last three terms of
the left hand side of (5.3) vanish if the index 7 corresponds to an Abelian generator.
The identity (5.3) takes then the form of the standard QED-like Ward-Takahashi
(WT) identity.®

Taking functional derivatives of (5.3) w.r.t. “physical” fields and setting all fields
to zero one obtains various Slavnov-Taylor (ST) identities. If the first term on the
LHS, obtained as a result of differentiation of (5.3), is a 1PI function X, we call the

"To simplify the notation we write FZ()Z) =T |ph.

8Thus, Abelian ideals do not have to be considered separately — relevant constraints are already
contained in the identity (5.3). This statement generalizes to higher orders, because the regular-
ization (3.1) automatically preserves the Abelian antighost equation [39], see also Eq. (A.6), in
the infinite cutoff limit. In particular, Abelian WT identities follow from the ZJ identity (4.1) as
a consequence of the algebraic relation (A.9).
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resulting relation “the identity involving the X function”. At the one-loop order the
1PI functions related by a given ST identity receive contributions from bare one-loop
diagrams,® from minimal counterterms and from non-minimal ones. The strategy
which we follow below is to take a ST identity and compute first the contributions
(marked by the superscript (1B)) of regularized bare one-loop diagrams. Because
the regularization (3.1) (“AReg”) breaks the BRST invariance, these contributions
to the ST identity do not sum up to zero, but according to the QAP their sum,
denoted €2 with appropriate indices, should be local in the infinite cutoff limit. This
can be verified by doing more or less standard manipulations on regularized integrals.
Since the calculations are rather lengthy, we do not show their details except for one
case: in Appendix C we outline the steps necessary to work out the contribution
of bare one-loop fermionic diagrams to the identity involving the (AAAA) function.
The functions €2 obtained in this way represent one-loop breakings of the respective
ST identities and have the obvious interpretation of appropriate derivatives w.r.t.
to fields of the functional € defined in (4.4).

The next step is to take into account minimal counterterms specified by the
prescription (4.12). The resulting one-loop breaking factors Q with appropriate
indices are just the appropriate derivatives w.r.t. to fields of the functional Qo
defined in (4.15). From (4.16) and (4.15) it follows that obtaining Qs reduces to
setting to zero in the corresponding Q’s all factors d, defined in (4.13) and all terms
proportional to A%. (In fact, the universality of one-loop logarithmic divergences
makes it clear that factors 6, cannot appear in s and to obtain Q’s it is enough
to set quadratic divergences to zero in the corresponding Q’s).

The last step is the determination of the non-minimal counterterms, which in
principle means solving Eq. (4.17) with the auxiliary condition (4.27). Before
presenting the systematic of this procedure, we remark that there is an alternative
way of obtaining the necessary one-loop breaking factors (2. It relies on the fact that
the bare 1PI functions F( b, calculated using DimReg do satisfy the ST identities,
provided the naive definition of ~y ~1s emplgyed.10 Thus, replacing in the ST identities
cach bare one-loop 1PI function I'*8) = I'"®) calculated in our regularization (3.1)
by the difference

AD(B) =708 _ 0B (5.4)
must produce the same factors {2. The necessary differences Af(lB), which will also
be used in Sections 6 and 7 to derive the two-loop RGE satisfied by the renormalized
parameters in our scheme are calculated in Appendix B. This approach is obviously
much simpler than the direct calculations in AReg, firstly, because the differences

9As there is no one-loop contribution to the function (K;w?), the last term of (5.3) does not
contribute if all differentiations act on the I§ factor. For this reason and because non-minimal
counterterms are not allowed for this function (cf. (4.27)), all terms with (K,;w?) are omitted in
the formulae below.

0Terms which are ambiguous due to using the anticommuting 7° in d-dimensions vanish if the
condition (4.10) is fulfilled.
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(5.4) are already local expressions'! and, secondly, because in this method the only
1PI function with antifields that contributes to the factors Q is (K#w®) (the cor-
responding difference is given in (B.5)); the remaining functions with antifields are
the same in DimReg and AReg (even though the degree of divergence may indicate
otherwise) due to the additional “symmetry” (A.5) of £F! (2.10) in the Landau
gauge, which is preserved by both regularizations.

We stress however that, except for the bosonic contribution to the identity in-
volving the (AAAA) function, all factors {2 have been computed directly in AReg
(along the lines described in Appendix C) and the results are, therefore, unaffected
by ambiguities of DimReg with the naive prescription for 5.

Systematic determination of non-minimal counterterms restoring the BRST sym-
metry consists of considering first those ST identities in which only one 1PI func-
tion can have such a counterterm (this is established by inspection of the allowed
set (4.27) of non-minimal counterterms) and moving successively to those in which
more functions can have non-minimal counterterms but only one such counterterm
which has not been determined yet. We have divided these steps into separate
subsections.!?

5.1 Identity involving the (7 A) function

Functionally differentiating (5.3) twice w.r.t the Majorana fields one obtains the
identity (we use the notation explained in (2.14)-(2.15))

i, Ty o " (ky, kgy D)D) 482, T, (ky 4 1 k)Y + Toya(ky, ey + 1)t

b1bay vb1 +

:bz
T Ty b1, ke DY = V1) (K00 (k)32 (k) () +

1P1
1

OVt (K1) (D))

O me)an( Rulk)@ 03 (k) =0, (55)

1PI

(O me) o {Balk)2 O3 () ) +

1PI

The contribution lebﬂ(/ﬁ, ks, 1) of the bare one-loop diagrams to the LHS of (5.5)
(in the limit of infinite cutoff) is

1 o 3 3\ , . o
lebﬂ(kl’ o, ) = W{Cllﬂ“ {tEt by + 2 <1 —h Z) € e ﬁ’ytn TV ijYJ—I—

w3 gy }
—(=+In- )y .
3 1) Y9t bibs

HStrictly speaking, functions on the RHS of (5.4) depend on two different sets of couplings, say,
{g°} and {g“}. However, as will be shown in the next section, ¢g¢ — ¢ = O(h) and thus the
resulting non-localities are of O(h?) order. Similarly, we assume here that non-local terms of order
of O(A~1) (or O(d — 4)) are neglected.

12Since minimal counterterms can be immediately obtained from divergent parts of formulae
listed in Appendix B we do not give them explicitly here; those needed for the calculation of the
O(h?) vacuum graphs are given in Section 8.
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Since €, (K1, k2,1) turns out to be A-independent, it is just equal lebm(k‘l, ko, 1)
(notice that none of the 1PI functions involved is quadratically divergent). Inspec-
tion of (4.27) reveals that only the vertex (1) A) can have a non-minimal countert-
erm, of the general form

0T, (k1 ko, 1) = i (Cv“dbé”;w) , (5.6)

bibay bib
(for simplicity we write 6" rather than M“gl) from now on). The equation
pypg (R, ko, 1) + 0 1,01 (K, oo, 1) = 0, (5.7)
necessary for fulfilling the ST identity (5.5) has the unique solution

7% 3 3 .
Xy = tat®t, + = (1 —In —) e"@aﬁeo‘ﬁ,yt,.C + vy T,7+

2 4

5.2 Identity involving the (¢A) function
Functional differentiation of (5.3) w.r.t the scalar field yields the ST identity

x|

i, Lia(p, ) + a5 (0 + D + (Tao) Ty, ) +
Vi) (K05 )z 0) ) — i Ty (Re(-0am) =0, (5.9)

1PI

The contribution €2, (p, 1) of bare one-loop diagrams reads

l2 7 3 * *
Qia(pa l) = W { (E +1In 5) tr D/ifamF -Y mea}“— (5-10)
3 3 Tk _§ § T K
—i—Zan(‘P T7;77@)Z 41n2(<p TaT 7:@)1}

Again, since Q3 (p, 1) = 0, Qiu(p, 1) = Qia(p,1). Only the ($A) function can have a
non-minimal counterterm of the form

0T i (p, —p) = i p"0'Cia, (5.11)

in which &%, is a constant matrix. The Slavnov-Taylor identity (5.9) requires

Qia(p, —p) — ipuOT fa(p, —p) =0, (5.12)
whose unique solution is
1 7 3
3.3 . 3.3 .
+Z 11’11 (QOTT 7—047;)1 - Z 11’15 (QOTET 7;)1} .
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5.3 Identity involving the (AA) function

The identity involving the vacuum polarization tensor reads
. T v (1) i (1) / o ~Q A8 M
L)Y + (Tae) T )Y = Vi) (K0 ()AL (p)) _ +
2 vo v, o vo, 2 o e )
+ {mm,m + 6 (P07 — 1P )} <Kﬁ (p)o (l)>ﬁ = 0. (5.14)
The breaking Qag(l ,p) calculated directly from the bare one-loop diagrams has the
form

Qupl,p) =il W,5(l,p), (5.15)

1
(4m)?

where
, I 1 3 i
W, s5(l,p) = {A + g}tr[fafﬁ] — {g +1n1} tr[{fa, fs} mpme] +

2
B {1 - 21n§} tr [fampfime] — {A— + 3l2} tr[ 7o T3] + 1tr [mETaTs] +

3 4 2 48 2
—élnégoT{Tg T} TaTep — {Az—l—ilz}tr[e es| +
4 4 Y ol KR 24 (0%
3 3 ,
+7 {2 —In Z} tr[mi eqes) - (5.16)

Taking into account minimal counterterms (i.e. setting A* to zero in Q.5(l, p))

yields Qag(l,p). Comparison of (5.14) with (4.27) reveals that two non-minimal
counterterms can contribute to (5.14): the already determined counterterm (5.11)
(contributing to the (¢A) function) and the one for the vacuum polarization which
must be of the general form

OS2 (p, —p) = 1" (8m) e + D'P"(8%24) 5, (5.17)
with symmetric matrices 0’m? and §%,4. Fulfilling the identity (5.14) requires that
Q51 =) + il 6T (1, —1) + (Tap) 0T 4(1, —1) = 0. (5.18)

Using the explicit form (5.13) of 511%(1, —() one finds the unique solution:

1
(4m)?

(6%24)ap =

1 ) 5
{—gtr [fafs] + Etr [TaT5] + ﬂtr leaes] } : (5.19)
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and

(47)2(8"m3 ) o = + In 2}tr[{fa, fs} mpmp] + (5.20)

L
4
3 - 1 2
5 t2m2ptr [Famfyme] — St [mETaTs] +
3 9 3.3 o "
2 —1n4 tr[mveaeg} + ZanQO 1Ts, T} TaTap +

TT“TgTT@ 5 “in 2 ST T T,

5.4 Identity involving the (¢¢A) function
The ST identity involving the f”g vertex has the form

(1)

+(Top) Tignlp 70V = Vi) (K06 ()& (005" (1)) _ +

il L (o, , DO + T2 (p + 1, ) + Ti(p, o/ + DWTZ +
(1) .

)

— i (T <¢'< ) f;<p>wa<1>>~+

1PI

—ip"(To0); <<23i(p)f<#(p/>a’a(l)>m

= )i (Bl @) 0) 46— ) (Bald)F )2 0)) +

1PI 1PI
. - NG
+ilp =) Toss (K4 (p+1)2"()) = 0. (5.21)

The contribution of purely one-loop diagrams to the LHS of (5.21) in the limit
A — oo is finite and reads

Qija(p> pl> l) =

W — ) { (172 fin 3) BV - VY (5.22)

_|_Z {an (T"TaTe)ij — In g 6H6°‘(7;75)U] } ’

1
(4m)?

In agreement with the expectation Qija(p,p’, [) is related to (5.10) by

N S— (5.23)

Do (p, 0, —p) = a5

According to (4.27) only the function (¢¢A) can have a non-minimal counterterm.
Its form

5fijg(p7p/7 1) =i (p"6Laji + 0" Lari) (5.24)

with an arbitrary constant tensor §°2,, ;; is dictated by the requirement of the Bose-
Einstein statistics. Fulfillment of (5.21) imposes the condition

Qyjap 1, 1) +i1,0T i (p, 9 1) = 0, (5.25)
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and the unique solution is the tensor

1 7 3
5b%aij = m { (12 + In 2) tr [Yifayj* - Y;*Y]fa]—l— (5.26)

+Z {ln2 (T"TaTs)i; — In g 6“‘5@(7273)@] } ;

which is antisymmetric in the 7j indices. It is related to the counterterm (5.13) by

0

5b%aji = a

- 5. (5.27)

5.5 Identities involving the (pAA) and (ppAA) functions

The relations (5.23) and (5.27) reflect two facts: the preservation by our regular-
ization prescription of the shift symmetry (3.2) and that the same requirement has
been imposed on non-minimal counterterms in Section 4 (see also Appendix A.2).
Therefore the non-minimal counterterms for the (pAA) and (ppAA) 1PI functions
must be given by (power counting implies they are momentum independent)

0 =~ , 0

) F,22(0,0,0) = 2 67%2(0,0) =
6 zﬁn(l b, p ) 6 zﬁn(o O 0) agpl 6 B/@(O?O) 77 agp

(5mv)5,{, (5.28)

and

2 2

0 v
St 5T2(0,0) =

o5t (LU p, o) =

8@”8@

The matrix (8'm? ), is given in Eq. (5.20).

5.6 Identity involving the (AAA) function
Because of its relation to anomalies, one of the most interesting is the ST identity
involving the triple vector boson vertex I')” (I, p, p’ )

i IR0 (1,p, )P + €T (p+ 1, p) Y + € T2 (0 + 1, )Y
| )

T T 10, 0) D = Vile) (K@ (DAL p) 4 (0))  +

1PI

(T (R OAW)) . + i (T (R)a" O A0)) . +

1PI

{8 (9 =) b (K2 )& (AL )>(i) + (5.30)

™ + b (097 — )} (RI 0 O +

1PI
. o._pv v _po vo (O ~a M
+ieys {(0 — D)0 + (20" +p)'n” — 2p+ ') }<Kﬁ(p+p’)w (l)>~ =0

1PI
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Contribution Q,,7(1,p,p’) of bare one-loop diagrams to the left hand side of (5.30)
obtained by direct manipulation of regularized integrals is

Qs (L, 1) = Qupr (1, p, )™ + (5.31)
1
+6(47r)2 tr([ﬂ, TB}T@) X
19 3 17 3
2 2N\ vp[ —7 N PV PV - <
X{(p ) +ln2> (p"p PP)<12+1112)}

2
1
+———tr(e,eqep) X {nup(pz )24 2—6In3—19] +
— (pPp"—pp")[241n2—61n3—34] } +

1 1
_i_ﬁ.wtr(fa[fﬁv f’YD X

X {(1—12111 g) (p"p"? —p'p’) —n"* <5+121ng) (p2 —pIQ)} )

Once again Qag,f(l,p,p’) =Q_."(I,p,p'). The first term of (5.31) is the true anomaly

aBy
which in our regularization has the form
21
vp /\anom __ / oTV 0123 __
Qupy (L, D) = W“(f«x{fm f1}) - Dope’™?, e =—1.(5.32)

Except for this one, all the remaining terms of (5.31) can be also obtained (as already
explained) by inserting in (5.30) the appropriate differences (5.4). The part of the
(AAA) vertex that involves the Levi-Civita tensor is ambiguous '® in the DimReg
with naive (anticommuting) 7° and therefore the term (5.32) can be obtained only
directly in AReg; the calculation is similar to the one for the (AAAA) vertex which
is outlined in Appendix C (we show there that the anomalies are independent of
the shape of regularizing function in (3.1) as long as it satisfies the appropriate
boundary conditions).

According to (4.27) non-minimal counterterms are allowed for the (AAA), (AA)
and (pAA) vertices. The last two have already been determined (the formulae (5.17)
and (5.28), respectively). It is well known that in general the metric-independent
part of the counterterm to the (AAA) vertex converts only one form of the anomaly
into another one but cannot remove it - the anomaly is cohomologically nontrivial.
Therefore, we seek only a metric-dependent non-minimal counterterm. The most
general form of such a counterterm (which takes into account the requirements of
the Bose-Einstein statistics) reads

O (1, oy ) = =i 177 [ 0Bz, + 1 s + (5.33)

Q1203

+77’““3 [152 5baalasa2 + lg2 5baa3a1a2} + 77“2“3 [1;211 5baa2a3a1 + lglébaasmal} }7

13 Ambiguous terms are multiplied by tr(fo{fs, f,}) and thus vanish if the gauge group repre-
sentation furnished by fermions is non-anomalous.
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with an arbitrary constant tensor 5baa1a2a3. The condition

QoL p, ) + il OTHY (1,p,p) + (5.34)
e 0T (p + 1, p) +e5,, T2 (p' + 1, p) +(Tap) oL 5 (L, p') = 0,
has the unique solution (provided the condition (4.10) is fulfilled):
i 1 3 1/19 3
(477')2(5%@57 —¢ aﬁ{ m <5+121n 2) tr(f,f) — 5 (24+1n 2) r(7,7.)+
1
+5 (24102610319 tr(eveﬁ)} (5.35)

Owing to the total antisymmetry of ¢’%, the counterterm (5.33) differs from the
tree-level vertex (3.5) only by the replacement of structure constants with §’.

5.7 Identity involving the (AAAA) function

The last non-minimal counterterm from the list (4.27) to be determined is the one
for the four-vector boson vertex. To make the formulae simpler it is convenient to
introduce the following notation

b = (s iy 1) A, = A (1), (5.36)

Mn

and to define the operator S which symmetrizes expressions w.r.t. (u9,1%3,%4):

1
S{F(’ll, 19,13, 14)} = g Z F(Zla 15(2)5 Lo (3)), 10(4))' (537)
" oeS({2,34})

In this notation the relevant ST identity takes the form
N )
i () Tt (1, Lo, U, 1) O 4 (Tay ) (1) A A A )+

- - ()
+3 S{eﬁala2 <AZ2 <11+12)A13A24>~} +

1PI

1PI

] NG e
+3S{ A5y + 1) A, A, >~<K§(—l1—l4)®al(l1)AZ4> }+



Power counting, Lorentz properties and the antighost equation (A.5) imply that in
(5.38) only the functions (AAAA), (AAA), and (KPw®) can be different in AReg and
DimReg. Therefore, Q, #2t384 (13, 5, I3, 14) which is identical with Qm’(g’gz‘;‘i (I1,19,13,14)
can be obtained using the differences (B.16), (B.7) and (B.5).}* As follows from
(4.27), only the vertices (AAAA) and (AAA) have non-minimal counterterms; (5.38)

requires therefore that

Qs (1, Lo, Iy, 1) + 38 €, 0, OT1230 (-4, s, o) | +
- (1) ST (1) 1y 1y 1) = 0. (5.39)

Q120304

The explicit form of Q) (hatsia (1, 1y, 13, 14) is rather complicated, however simplifica-

tions occur after combining it with the second term in which 5F§253§é4 (I 412,13, 1)

is given by (5.33). The general form of the (AAAA) counterterm (again, neglecting
a possible metric-independent part) is

gTHb2isis (1) [y 1 1g) = {2 i ' 00 (asan) (5.40)

_H?m 1 77M2 Ha 5%1(041 ,03),(a2,a4) + 77/”#4 77M2 1 5%1(041 ,oq),(02,03) } )

where the otherwise arbitrary constant tensor 5b<11(a1,a2),(a3,a4) must be symmetric
w.r.t. interchanges of the grouped pairs of indices and w.r.t. interchanges of the
indices within the pairs. The solution to (5.39) exists (if (4.10) is satisfied) and is
unique:

—24(47) 25 oy a0 (03,00) = (5.41)
= (134 81n2) tr(Ta, Tas{ Tas, Tau}) —2(9 +8In2) tr(Ta, Tos Tas Tas) +
+2(13 — 4In2) tr(en, €as{€ass €as}) —4(9 —41n2) tr(eq, €asCasay) +
—16(1 + 21In2) t1(fa, fas Fasfos + For fauFasfas) +
+4(1 +4In2) tr({fars oot {Fas, Fout):

This completes the determination at the one-loop order of the non-minimal coun-
terterms listed in (4.27). Adding them to the action I obtained from I, according
to the rules (4.11) and (4.12) one obtains the action I;. In agreement with the
results of Section 4, applying the operator S given by (4.2) to the effective action
'y, which is the asymptotic part (in the sense explained in Section 4) of'® T'[I}] one
gets in general (using (5.32) and (C.11)) that

S(T'y) = hS;,I'V + O(h?) (5.42)

1 Unlike the previously considered identities, only the (potentially anomalous) contribution of
fermions to (5.38) has been worked out directly in AReg (the calculation is outlined in Appendix C).
This contribution is correctly reproduced by the differences (B.16), (B.7) and (B.5) if (4.10) is
satisfied.

15Recall that in I{* the substitution (3.1) is made also in the counterterms (both, minimal and
non-minimal); the (momentum space) form of a regularized counterterm can be unambiguously
fixed by the comparison with the corresponding regularized tree-level vertex (see the formulae

(3.5)).
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with (using the notation of differential forms in which A = f,Ajdz#, w = f,w®)

Slop(l) S

QZW2tr/wd{A/\dA+%A/\AAA}, (5.43)
(in our conventions dz Adz! Adz? Adz® ~ d*z). This means that, when minimal and
non-minimal counterterms are taken into account, the Zinn-Justin identity is broken
only by the true anomaly, which in our regularization and subtraction prescription
(part of which is the condition that non-minimal counterterms (5.33) and (5.40)
do not involve the Levi-Civita tensor) has the well known canonical form (see e.g.
[19,41]). In the rest of the paper we assume that the condition (4.10) for absence of
anomalies is satisfied.

6 Relation between A-MS and DimReg-MS

Having determined all one-loop counterterms, minimal'® and non-minimal ones, we
can prove the equivalence at this order of the A-MS scheme and the DimReg-MS
scheme with the naive, i.e. fully anticommuting, prescription for the 7° matrix.
Equivalence at one-loop of renormalizable YM theories without scalar fields renor-
malized in the latter scheme and in a consistent DimReg-based scheme with the
't Hooft-Veltman-Breitenlohner-Maison prescription for 7° [30] has been demon-
strated in [8]. Our calculation can be therefore treated as an extension of the result
of [8], i.e. as a proof that at one-loop the naive DimReg-MS scheme is consistent
for the most general renormalizable YM theories.!” This requires relating renor-
malized parameters and fields in both schemes and constitutes a nontrivial check of
the renormalization procedure developed in Sections 4 and 5: for example, relations
of the gauge couplings in the two schemes determined using different vertices must
come out the same.

To make the formulae simple we denote collectively all parameters (masses and
couplings) and fields (including antifields) in the A-MS scheme ¢, C' = 1,... and
®, respectively. Their counterparts in the DimReg-MS scheme will be denoted §
and ®. Equivalence of the two schemes means that the renormalized effective action
I'bim [éf), g, ;1] which is the asymptotic (in the sense explained in Section 4) part of'®
['[I4] in the naive DimReg-MS can be obtained from its A-MS scheme counterpart
[A[®, g, 1] - the asymptotic part of T'[I2] - through a “finite renormalization” of
fields and couplings:

Tpin [®, G(9), 1] =Ta[CD, 9,0, (6.1)

16These can be obtained immediately from divergent parts of formulae listed in Appendix B.

TIn view of this, it is natural to expect that renormalizable YM theories renormalized in the
A-MS scheme and in DimReg-based schemes with non-naive 7° are also equivalent (at least at
one-loop).

18Tn full analogy with the notation introduced in Section 4, I denotes the dimensionally regu-
larized action with all order counterterms included.
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where ( is a matrix field rescaling

h

(=C¢lg)=1- i) Em(g) + O, (6.2)

and "
§° = G%g) = ¢ + =300 (9) + O(). (6.3)
(4m)
The formula (6.1) assumes that the two renormalization scales: p of the A-MS
scheme and /i of the DimReg-MS are identified (in other words, one secks to relate
fields and parameters of both schemes taken at the same numerical value of the two
respective renormalization scales).

The first step in relating the two schemes is to determine the rescaling factors
(matrices) ¢ (6.2) for all the fields. To this end we equate the terms quadratic in
the fields ® on both sides of the condition (6.1). Having determined (’s in this way
one can proceed to finding relations between the parameters. We consider first the
matching conditions which do not depend on non-minimal counterterms.

For the scalar fields (up to the one-loop accuracy) one has the relation:

[Co (* = m) o), — (0° — 1)y = ~hARLi(p, —p)D + O(B?). (6.4)
On the right hand side of (6.4) the factor
Asz’j(I% —p)(l) = fz'j(P, —P)E\l) - fij(pa _p)](Dli)n-n (6.5)

is the difference of renormalized one-loop contributions in the two schemes. Since
in this case the 1PI function I';;(p, —p)gl) (subtracted in the A-MS scheme) is not
affected by non-minimal counterterms (cf. (4.27)), the difference (6.5) is obtained
by simply setting dp;, = A% = 0 in the corresponding “bare difference” of the form
(5.4) which is given explicitly by (B.11). (The formula (B.3) for dp;, implies that for
(= fi setting dp;, = 0 is just the minimal subtraction of logarithmic divergences in
both schemes). Solving (6.4) for ¢, = ¢; (because we work with real scalar fields)
one finds (here A = 1):

1 7(3 1 o 13 32\ ..
(C(b)ij:(sij_w {{1—6+Zln2}t1"[yiyj +Y; Yj}+{1+§ln§}(7‘ 7;)21] . (6.6)

The formula (6.4) yields also the relation between the mass matrices m% and m?% of
the scalar fields in both schemes:

We do not give the explicit form of this relation here, because it can be also obtained

from the general relation between the scalar potentials in both schemes which we
derive below.
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In the analogous manner one finds the relation ¢ = CML between the Majorana
fields in the two schemes. Using the difference (B.13) with dp;, set to zero and
solving the analog of the condition (6.4) for ¢, = (pPp + (5 Pr with Hermitian (r
one gets

1 1 1 3 1 ,
(r=1+ W {ifa]m + 1 {lni - 6} Yi*YZ} . (6.8)

The mass matrices mp and mp of the left-chiral Weyl fields in the two schemes are
related by
~ 1 AV « 1 TeaT o
mp = mp + —(47T)2{<P Y (TTa)ji — 5 [fof" " me + mp faf®] +

L[3 1] i -
+7 {mz — 6} (YY) 'mp +mpY; Y] } (6.9)

The two mass matrices depend on the background scalar fields renormalized in two
different schemes: mp = Mp(0) 4+ Y’ and mp = Mp(0) + Yip® (cf. (2.6)). Since
in both schemes the 1PI generating functional depends only on the sum ¢ + ¢, it is
natural to set

© = Cop, (6.10)

(with ¢, given in (6.6)). This allows to rewrite (6.9) in the form (neglecting higher
order terms)

M) ~M() = Yil6s = 1)/ + oo | 71 (T°T2) 4 (6.11)
_% {MEp(p)faf* +tp.} + i {lng - %} {Mﬂ@y;_*}fj + tp.} :

(tp. stands for the transposition of the preceding term). The advantage of the
relation (6.11) is that differentiating it w.r.t. ¢' yields the difference of the Yukawa
couplings Y; and Y; in both schemes. The result agrees with the one obtained directly
from the ¢y1) vertex using the difference (B.15). (This confirms the relation (6.10)).

Considering the terms linear in the scalar fields ¢ on both sides of the condition
(6.1) one gets (using (6.10)) the relation

(Co) Vi(Co) — Vi(@) = ArLi(p)Y. (6.12)

Again, ARfi(p)(l) is obtained from the difference (B.9) by setting in it dp;, = A% =
0. Integrating both sides of (6.12) w.r.t. the background field ¢ and taking the
difference of the resulting potentials V and V at the same “point” ¢ one obtains the
relation (neglecting higher order terms)

0
0yt

P(p) = V() =~ tr{ ME ()2} + (G — 1)

2T V(y). (6.13)
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Differentiating it w.r.t. the background ¢ one gets the formulae relating the mass
matrices and self-couplings of the scalar fields in the two schemes. The relations
obtained in this way agree with the one obtained from (6.7) and the other relations
obtained by considering the matching conditions relating directly the ¢® vertices in
the two schemes.

In comparing the terms bilinear in the gauge fields on both sides of (6.1) one has
to take into account also the non-minimal counterterm JI7; (5.17) (with 8’24 and

&m?, given by (5.19) and (5.20), respectively) which affects the relevant “renormal-
ized difference”:

ARLE (p, —p) = 0L (p, —p) + AL (p, —p) 1P

, (6.14)
6Div:A2 =0

(the “bare” difference Afgg (p, —p)1P) is given by (B.6)). The comparison gives

1 11 7
(Ca)as = dap + m{ <18 3 oo 2) tr [foefﬁ] + <m + 6 In 2) tr [TxTB]“‘
- (% % 2= §ln 3) tf[ea‘?/ﬂ} ) (6.15)

and
(73 Jap = [CAmiCa] 5 + ArTe3(0,0). (6.16)

In the similar way, matching the terms proportional to the product ¢ A on both
sides of (6.1) (using the “bare” difference (B.10), the non-minimal counterterm (5.11)
and Eq. (6.10)) one gets the relation

{ Ca)y + 0= } (6.17)
Ta a

between the gauge group generators d 7, in the two schemes (that is between
the gauge coupling constants) in which (L is given by

w1 (3.3 1\ [
= = G <41n4 8) tr[e ea}, (6.18)

(Ca is given in (6.15)) and the relation

(CA) PﬁA ) (619)

between the Stueckelberg parameters (cf. (2.4)) in the two schemes.

We have verified that the formulae (6.17), (6.19) and (6.10) in conjunction with
the explicit expression (2.7) for m2, in the A-MS (and its DimReg counterpart)
reproduce the relation (6.16). The same relation (6.17) follows also, upon using
(B.12) and (5.24), from matching the ¢¢pA vertices in the two schemes. Furthermore,
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using (6.8) together with (B.14) and (5.6) we have verified that the relation between
the fermionic generators ¢, and £, in both schemes obtained by considering the vertex
Y1p A is identical to (6.17), as expected. Similarly, using Eqgs. (B.7) and (5.33) the
same relation for the adjoint generators e, and é, is obtained from matching the
corresponding AAA vertices. Moreover, the relation (6.17) is also consistent with
the form of the AAAA vertices (cf. Egs. (B.16) and (5.40)).

To complete establishing the equivalence of the A-MS and DimReg-MS schemes
at the one-loop order, it is necessary to relate vertices involving antifields (these ver-
tices do not have non-minimal counterterms). Of these only the two-point function
(K!tw?) has a non-vanishing “bare difference” (see Appendix B). Eq. (B.5) after
minimal renormalization yields

1 1 3 4
C%Cw =1 - (471’)2 (g + Z In g) €7€ﬁ{, (620)

where (x relates the vector antifields K* and K*. Introducing the notation ¥ =
(p,¢,A,,w) and K = (K, K, K* L) and matching the (Kw V) vertices in the two
schemes we get the relation

T = E T () (6.21)

with TV(\II) = (75, ty, €y, €,). It follows that the formulae (6.20) and (6.21) are con-
sistent with (6.17) (and its counterparts for the other kinds of generators) provided

e = (G (6.22)

and , , ,
(€)%, = (Ca)*, + 0=, + O(R?), (6.23)

e} «

with 6% introduced in (6.18). The matrix (z relating the antighost fields in both
schemes is equal to (k, because of the ghost equation (A.3). Similarly, the corre-
sponding Nakanishi-Lautrup multipliers are related by ¢, = (¢3)~!. Finally, the
block of the (s matrix (6.6) corresponding to the Stueckelberg fields is the unit
matrix. By comparison of the two point functions (K; w”) in both schemes one con-
cludes that the same statement holds for Stueckelberg antifields, so that (6.22) is
correct in this case as well. This establishes the equivalence of the two considered
schemes at least with the one-loop accuracy.

The relations between quantities defined in the A-MS and DimReg-MS schemes
found in this section, apart from providing a useful consistency test of the entire
subtraction procedure defined in Section 4, will allow us to obtain the two-loop
RGEs satisfied by the running parameters of the former scheme using the known
RGEs in the latter one. Moreover, since usually the parameters that are extracted
by fitting the SM to the data are the gauge (and other) couplings in the DimReg-MS
scheme (at i = My or M,;), the relations established here will allow us (in Section 9)
to give the proper numerical input to the RGEs in the A-MS scheme when analyzing
the hierarchy problem.
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7 Renormalization group equations

The relations (6.3) and (6.2) imply that the one-loop RG equations in the A-MS
and the ordinary DimReg-MS schemes are identical. Moreover, having the one-
loop relations between renormalized parameters and fields in the two schemes, it is
possible, using the known two-loop RG equations in the DimReg-MS scheme [42,43],
to obtain also the two-loop RG equations for the parameters in the A-MS one. From
the point of view of the RGE it is more convenient to treat the background ¢ as a
part of the scalar field ® = ¢+¢. The renormalized parameters of the A-MS scheme,
collectively denoted ¢g#, whose two-loop 3 functions are derived in this section, are
therefore the gauge couplings (one per each independent gauge group factor, at least
in the absence of the mixing of gauge fields corresponding to different U(1) groups),
derivatives of the scalar potential V(®) at ® = 0, the Yukawa matrices Y;, the
mass matrices Mz(0) of the fermionic fields and the Stueckelberg parameters P! n
Before deriving these equations it is instructive, however, to take a look at how the
RG arises in YM theories regularized with the help of a BRST-symmetry breaking
cutoff.

The subtraction procedure defined in Section 4 introduces an arbitrary mass
parameter p. As a result, the action 2 depends on this scale and on A through the
counterterms (this dependence on A comes on the top on the dependence through
the exponential factors (3.1)). The arbitrary scale p is expected to play a similar
role as in the DimReg-MS scheme. In particular, one expects that observables
computed in terms of renormalized parameters are, for fixed value of the cutoff scale
A, independent of p, if these parameters vary appropriately with 4 and that Green’s
functions computed in terms of renormalized parameters satisfy the appropriate
differential renormalization group equations.

In the case of non-gauge theories, or if the regularization does not break the
BRST invariance, the RG equations follow from the observation that I} can be
written in the form of the bare action I} which has the same form as the starting
action I3, but with the renormalized parameters g replaced by the “bare” ones, g4,
and with each type of field multiplied by its Z'/2 factor. The bare parameters gi; and
the Z'/? factors are constructed as power series in renormalized couplings g4 with
coefficients formally divergent in the limit of removed cutoff. The important fact
(actually, more important than the precise form of I3) is that bare and renormalized
parameters, g4 and g, are in the strict one-to-one correspondence and that to each
field corresponds a unique Z'/2 factor. Thus, in this case I depends on u only
through the Z'/? factors and the bare parameters. The formal equivalence of the
perturbative expansions in renormalized parameters and in bare ones (the latter
with a non-perturbative treatment of the Z'/2 factors):

L1316, 9.1, A = T[Ig (22, gs]], (7.1)

then firstly implies, that observables computed in terms of renormalized parameters
and depending explicitly on p are in fact p-independent (if bare parameters are
treated as p-independent, which is ensured by giving the renormalized parameters
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an implicit p-dependence, which in turn is unambiguous owing to the one-to-one
correspondence of bare and renormalized parameters and uniqueness of the field
renormalization Z factors) and, secondly, allows, by applying to (7.1) the chain
differentiation rule, to show that the effective action I'[I2] satisfies the standard RG
equation with beta functions which express the independence of p (for fixed value of
the UV regulator) of the bare parameters. Moreover, the equality®® I [¢, g, u, A] =
I} Z1Y2¢, gg] implies also that the same RG equation is satisfied by I2 [¢, g, 1, A].

As emphasized in [8], this standard reasoning cannot be directly extended to
the BRST symmetry breaking regularizations, because the action I} constructed
in the process of removing divergences and restoring the BRST invariance of the
effective action does not have the form which allows for immediate identification of
the Z'/2 factors and bare couplings: trivially speaking, as illustrated by the explicit
one-loop calculations presented in Section 5, to each gauge field there correspond in
fact two different Z factors - one multiplying the structure 9, A4,0" A” and another
one (affected by non-minimal counterterms) multiplying 9,A*0,A”. Furthermore,
because of the non-minimal counterterms, different operator structures involving
gauge fields in the interaction part of I2 are multiplied by different power series
(with divergent, as A — oo and u-dependent coefficients) in renormalized couplings,
so that even if it were possible to extract in each vertex the appropriate combination
of field renormalization constants Z 12 one would end up with several “bare” gauge
couplings gg @ (here i labels different bare couplings corresponding to an indepen-
dent gauge group factor A). It would not be then obvious that all the bare couplings
gé © yield the same beta function 34 = 4@ for the renormalized coupling g* (in
other words, that requiring i independence of one of these bare gauge couplings will
automatically make p independent also the remaining ones).

On the other hand, it is well known that the concept of bare couplings is not
indispensable to prove that observables and Green’s functions do satisfy the standard
RG equations. Indeed, QAP allows to derive [8,19] the RG equation directly in terms
of the T' functional. However, since from our point view the action I [, g, i, A]
should have the physical interpretation of a bare action, it is important to show that
IA (6, g, 11, A] and T obey the same RGE. Therefore below, (modifying the reasoning
of [19]) we present a recursive proof of this important fact.

We first notice that?® I, I and Ty trivially satisfy the following relations

0
Roly = Ryl = RyTy =0,  where Ry= Ha (7.2)
In the next step, defining the differential operator
0 0 "
R = g B o = Noln) = No(n) = Na(3) = Na(r) (7.3)

In the regularization of Section 3 the relation I2[¢,g,u, A] = I}[Z'/%¢, gg] is ensured (in
theories without gauge symmetries) provided the substitution (3.1) is made in all counterterm
vertices.

20Recall (see Section 4), that T, is obtained from the 1PI effective action T'[I2] by neglecting
terms that vanish in the infinite cutoff limit.
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in which the “counting operators” Ny, X = ¢,1,w, A are given by (4.23), while 3¢
and X, are some A-independent coefficients, we prove that if

R,I, =7y = ", + O(RMH?), (7.4)
then also
R, T, =Hm"tr, + (’)(h””) , (7.5)

with precisely the same local functional 7,. The proof, relegated to Appendix D,
relies on the fact that the regularization (3.1) is such that (7.4) implies that the
regularized functional I? automatically obeys a similar equation®!

R, Iy =7y = Bl + O(hF?) (7.6)
where 72 is obtained from 7, by the replacement (3.1), so that
o =T, + O(AT), (7.7)

because quadratically divergent terms of [,, are momentum-independent.
To argue that (7.4) can be extended to the next order we notice that the func-
tional

d
']TL-I-l =r,+ :U’a 51’11:0:‘1 ) (78)
where the complete counterterm 0T’ Efjj V= st s constructed as in

Section 4, belongs to the kernel of Sy,. This follows from the fact that, owing to the
structure of the counting operators (4.23), R, given by (7.3) satisfies the identity

R,S(F) = SpR,F, (7.9)

in which F'is an arbitrary functional. This allows to write R, S (I',,) in two different
ways:

RS (T,)) = S, RpLyy = B Sy + O(R™2)

and, using (4.4),

RS (T,) = K" R, Q, + O(K™F2) = it M@E Q, + O(1"+2).
I

Combining both results and recalling that 2, = —Sloél“ggj Y we find that indeed
S[O Jn—l—l == O

21Gince it is I} that generates Feynman rules, in the reasoning of Appendix D it is crucial that
I2 (rather than I,,) obeys the RGE (7.6). For this it is crucial that the derivatives in counterterms
have to be also replaced according to the rule (3.1); otherwise there would be no coefficients 51
and 7, for which the condition Ry I{ = O(h?) would be satisfied.
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In the similar way one can show recursively that r, (and hence J,,1) satisfies
the homogeneous versions of the auxiliary conditions listed in Appendix A.1. As
an element of % N ker Sy, (for the definition of the space 9 see the text above Eq.
(4.21)), Jy41 can be represented in the form (cf. (4.22)):

Jop1=—0RIy = — { ﬁA — — Nu(6797) — Nyp(07%) — N (67%) —NA(MA)} I,

with some coefficients?? 55A, 67X. Defining then 87\, = B2 + "1 554 ete. it is
easy to see that (R, = R, + A" 6R)

Roi1lpsr = Rol, + B R, 6T 4 p 4 SR I + O(R2)

= prtl {rn +pu garggjl + R 10} + O(h™?). (7.10)
Since J,y1 = —0RI, the curly bracket vanishes and we get R, 11,11 = O(h"2).
The reasoning presented in Appendix D then shows that also R, 41, = O(A"1?).
This in turn implies that the coefficients in 0 R are A-independent. On the other
hand, the relation 0RIy = —J,.1 tells us that coefficients of d R are polynomials
in dimensional parameters of Ip; this (in conjunction with their A-independence)
ensures that they do not depend explicitly on p. This completes the inductive step.

The above result shows that Ryl = RooI2 = 0 and, therefore (Appendix D),
R..TI'sc = 0. The solution of the first of these equations by the method of charac-
teristics tells us in general [44] that the value of I, at a “point” (®, g, ) is equal
to the value assumed by I, at a particular point (®y, gs, px) on an arbitrarily
chosen hypersurface 3 of codimension one, connected to the point (®, g, u) by the
characteristic curves specified by the equations

jt Flton) = Bl AO.0) = 4
git.g) = B4a(t.9),  g(0,9)=g", (7.11)
—O'(t, D, 9) = —[v(g(t,9)]" ;¥ (t, @, 9),  P'(0,D,9) =",

In the case of the A-MS scheme distinguished is the hypersurface ¥ defined by the
condition (A is defined in (4.13))

f(®s, g, ps) = pe — A =0, (7.12)

on which I, takes the simplest form because all minimal logarithmically divergent as
A — oo counterterms vanish there (non-vanishing are only the minimal counterterms
proportional to A% and the non-minimal ones). Thus,

Ioo[q>> g, K, A] = ]oo[q)Ea gs, Ux, A] = Ioo[é(tﬁaq)ag)a g(tﬁag)a /_\a A] . (713)

%2Note that the conditions (4.24)-(4.26) impose some constraints on these coefficients; the most
interesting one of them relates the beta functions of gauge coupling to the anomalous dimension
(in the Landau gauge) of the corresponding ghost field §3° 9T, /dg° = [67*]", T
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where (cf. Eq. (4.13))

A1
A _ _
The formula (7.13) together with the identification @5 = (L, ®,g), provides
the definition of the bare action Ig as the action defined on X:

IB[q)BagB] = [oo[q>2a g%, Uy, A]- (7-15)

The bare couplings (cubic and quartic couplings in the scalar field potential, Yukawa
couplings, gauge couplings as well as the explicit mass parameters of fermions) are
then naturally defined as

g8 =5"(ty,9). (7.16)

Independence of gi3 of y, that is u(d/du)gs = 0, determines then, as usual, the p
dependence of the running couplings g (u). Since the autonomous ordinary differ-
ential equations (7.11) imply automatically that [44]

5 7(t.9) = 5°(0) 55 7 (09), (7.17)

one obtains p(d/du)g? (1) = B4(g(1)) as the RG equations allowing to relate g ()
to g4(y/). (Inverting the relations (7.16) expresses, of course, g4(u) through the
bare couplings g3.)

According to this definition of the bare couplings, in the bare action the coef-
ficients of the various gauge field dependent interaction vertices (affected by non-
minimal counterterms) are given by different infinite power series in the bare cou-
plings.?®> Furthermore, the Z4, = Za(g, 1, A) factor of a gauge field A is in this
way uniquely defined (it is the coefficient of the 0, A,0" A” structure in I, which is
not affected by non-minimal counterterms), whereas the coefficient of the structure
9, A*9, A¥ must be of the form Z, x F(g(t), g)) = Za x F(gs) with F(gg) being an
infinite powers series in the (dimensionless) bare couplings. Finally, the bare masses
squared of the scalar fields are uniquely defined by (7.15) as the coefficients of the
terms quadratic in bare scalar fields and have the form (notice that on the left hand
side of (7.15) there in no explicit A dependence!)

(mi) = (4m) A2 O, N) + (M%) (8, m?, p, A)
= (m)2A2f9s) + (M%) (8, m, 0, A) (7.18)

where A denote generically parameters of dimension 0 (gauge, Yukawa and quartic
scalar couplings) and p stands for generic cubic scalar couplings or explicit fermionic

23The exception are the terms coupling the ghost and gauge fields which, having no non-minimal
counterterms, are simply proportional to the bare gauge couplings (7.16).
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mass parameters. It is also important to notice that because of the minimal countert-
erms proportional to A? (as well as due to the presence of non-minimal counterterms)
the bare action Iy includes also bare vector boson masses squared

(M7)s = N2H(A(ty, V) + K(m?(ty,m* p, X), pty, p, A), A(th, \))
= A2H(\p) + K(m2(th, m* p, \), ps, As) (7.19)

- in the cutoff regularization there are unavoidably quadratically divergent correc-
tions also to the vector boson two-point functions (see Section 5).

Summarizing, we have shown, that the action I, obtained in the process of
constructing minimal and non-minimal counterterms indeed winds up to a “bare”
action Iy which has no explicit dependence on p: the entire dependence on p enters
through the bare parameters and the field renormalization factors Z. In particular,
the result (7.18) provides the general justification of the conjecture first formulated
in [45] and used in [2,11], namely that coefficients of quadratic divergences are A-
independent functions of bare couplings. It should be stressed once again, that this
result relies on the consistent application of the regularization prescription of Section
3 (that is, on making the substitution (3.1) also in the counterterms).

After these considerations we return to the derivation of the two-loop beta func-
tions in the A-MS scheme. The relation (6.1) allows us to express the beta functions
and the field anomalous dimensions in A-MS in terms of their DimReg-MS counter-
parts

B4(9) = [29) '] BYGC9)). (7.20)
v(9) = (G99 + BM9)C(9) 75— [C9)] ™,

(matrix multiplications in the second line are implicit), where [Q(g)]CA = 0G%(g)/0g™.

Expanding?® the relations (7.20) in powers of i and using the differential operators
(cf. Egs. (6.2)-(6.3))

. 0 0
B = 5(01)(9) 057’ O = (01)(9) 9gC (7.21)
we get )
- h
B4(g) = B (g) + T {©80)(9) — B (9)} + OR?) (7.22)
h2
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Instead of listing the beta functions for various couplings ¢¢ we follow Jack and
Osborn [42] and give formulae for the quantities

Bls =BT., B () =BMr(o),  Bl(p) =BV(y). (7.24)

Since the scalar background ¢ is not one of the couplings ¢¢, ﬁ(vl)(gp) is simply the
scalar potential V present in the Lagrangian (2.1) but with each coupling replaced
by its one-loop beta function. Similarly, the beta function of the Yukawa matrices
can be immediately obtained as the derivatives

: 0
5(Yf) = 8—801-5(/{)”(90)- (7.25)
The explicit forms of (7.24) read® [42]

BEE(9) = 3{ME(9)faf® + tp.} + 2Y;Mp(0)"Y7 + (7.26)

1 . 1, .
+5 AMe(@YTY? +tp.} + 5oV {YY] 4 ce ),

80(9) = 2 {MEP} — e [Me(@Me (o)} + Str{ M3 (02 +

0 V(p), (7.27)

AP i
0P Dy

where

1 ) §
Wig(9) =30y i(9) = Str{YiY] + e} +3(TaT) (7.28)

ij )

is the the one-loop anomalous dimension of the scalar fields in the Landau gauge
(see e.g. [43]). Finally, the well-known expression for the beta functions of the gauge
couplings has the form

Bl = BT, = T,A",, T = fu Tras €0 (7.29)
with
11 1 2
Ana = ? tr{enea} - 6 tr{'ﬁﬂ;} — g tr{f/@fa} . (730)

For completeness we give here also the one-loop anomalous dimensions of the vector
fields and the left-chiral Weyl fermions (in the Landau gauge)

13 1 2
Viywa(9) = Fiyea(9) = 5 tr{eceat — 6 tr{7:Ta} — 3 tr{fafat - (7.31)
1 .
(9) =30 (9) = 3Y°Y" (7.32)

2

25The one-loop functions given below can also be obtained from the formulae listed in Ap-
pendix B, or, more specifically, from their parts proportional to dpjy-.
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In complete analogy with (7.24) we define also
05" (9) = © Mp(p) = (4m)* (Mp(p) — Mr(p)) , (7.33)
ete.; their explicit forms follow immediately from (6.11), (6.13) and (6.17); e.g.
05 = O T, = (4n)* (T, - To) = T, (7.34)

where

11 1 7 1
Qag = (% + g In 2) tl"{focfﬁ} + (@—FE In 2) tl"{7;7‘5} +

41 19 3.9
- <m+ﬁ 1I12 — Z ln Z) tr{€a€5} . (735)

We are now in a position to compute the differences of the beta functions in
the two schemes. The formula (7.22) allows us to obtain these differences by means
of simple algebraic manipulations®® on objects ﬁg) and 9(“3. The results can be
conveniently expressed in terms of the two-loop counterparts of (7.24), i.e.

0

5(/;/)1F(80) = 5{;) (Q)agﬁ ME(p), (7.36)
5P (9) = By @) 505 Mr(o) (7.37)

etc. In the case of the gauge couplings we get
Bi5(9) = B5(9) + TL[Q, A]", . (7.38)

Both 2 and A are matrices of invariant forms on a Lie algebra, hence the commutator
in (7.38) vanishes if the gauge group contains at most a single U(1) factor. In such
a case the functions 3y and 0(;) for a given gauge coupling depend only on this
coupling and the two-loop beta function is the same in both schemes, similarly as
in theories with a single coupling. In theories with multiple U(1) factors there are
more Abelian gauge couplings than independent Abelian generators and all of them
can mix with each other (see e.g. [47] and references therein). The two-loop beta
functions for Abelian couplings are then in general different in both schemes.

The beta functions of the couplings parametrizing the potential V can be ob-

26Note that Bf) and 9()5) are linear combinations of ﬁé)(g) and Oé)(g), respectively, with g¢-
independent coefficients.

38



tained from

By () = By (@) + [y () = 7, <9>T;— 4 %(w@

12t { M3 ()2 [A + 391} — 2M3(0)as " [360) — 0 | T TP +

—2 tr{M%(sO)Z%} 4 2ME () ap tr{ ME(D) T TP} +

_<pT{7'a TB}M2 {771, TB}go + QtI{fa*fZ (MF(<P)MF(<P)*)2 n CC.} N
2 [T Tagl tr{Y;Mp(0) Mp(0) Mp(p)* + ce.} +

- [mg - 6} r{ Y7V} (Mp(@)Mp(e)*)* + cc.}, (7.39)

where 5& is the one-loop contribution to (4 given in (6.6) taken with the opposite
sign (in agreement with the definition (6.2)). The two-loop anomalous dimension of
the scalar fields in the Landau gauge reads

. 1 3 32] . .
Yy i1(9) = Ty i3(9) + { {5 S In ] A 460 A} (T T2)ij + (7.40)

5 3
+ {Z +31n 2] tr{Y;"Y;§%fa + cc.} + {Z +1In 2] tl"{Y;*YZY;-*}/g +ce.} +

1 2
+ {1 +51n g] tr{ (VY + YY) YY)} + E—g In %} (T"Tw)ie Y°

24
where
Y = tr {ViY} +cc.}. (7.41)
For the beta function of the Weyl fermions mass matrices one obtains
B (@) = B () + 4 [T T = €] Y Mele) Y7 + (7.42)
« ) 1 3 1 i g%
HTTa =&y — 7 (Ing - 5)Y {YY"*Mp(p) +tp.} +
]

+<pin{E—§1 Q][YTHT 2ANTT] [i+31n2}tr[Y,~Yj*fo°‘*—l—cc.}

7 1.3 by x 3 R
+{24 5 2] tr[ VY YY) +cc —l—[ZHn 2] tr[V;Y, Y Y¢ +cc.}}

+ {mg—%] {(YIMp(p) Y'Y Y+tp.) — (YY VY “Mp(p)+tp.) } +
[3 3 1

g ﬂ {(Me(@)Y7faf™ Y +tp.) + (VYT "Me(p) +1p) } +

= 2 (Yaf"Mr(0) Yettp.) + (A™ + 6 Q™) (Mp(0)fufa+1p.)
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The two-loop anomalous dimension of the left-chiral Weyl fields (in the Landau
gauge) reads

) . . 1/ 3 1 .
Hole) = (0 A% + [T T =8y - 1 (w3 - 1) ¥ v
ij
3 3 1 * ok cOuk o * 3 1 * *xrq
- |:§1111—|—1:| {}/Z faf Yz—i_f fa}/Z Yg}_ |:1n1_6:| YZ }/J}/Z YJ,

while that of the vector fields has the form

. 3,3 1
Vé)aﬁ(g) = Vé)ag(g) + [, A] o T { [5 In 1 ﬂ Aoy — BQM} tr(e’eg). (7.43)

One should expect that the relation g7 = T, (y*)™,  holds in both schemes,?”
so that (7.43) agrees with (7.38). Similarly, the beta functions for Stueckelberg
parameters in (2.4) are determined by the anomalous dimensions of the Abelian

vector fields
o _ _
B Py = Po ()4, (7.44)

The above formulae have to be supplemented with the Jack-Osborn expressions
[42] for (g functions in the DimReg-MS scheme (to be distinguished from DimRed
results, which are also given in [42]) and with the Machacek-Vaughn formulae [43] for
¥(2) matrices. For completeness we list them (using our conventions) in Appendix E.
The explicit expressions for the § and 6 functions in the SM are given in Appendix F.

8 The “bare” scalar potential

As a further consistency check of the renormalization scheme defined in Section 4 and
as an example of dealing with the regularization (3.3) in higher orders we consider
in this section the order h? contribution to the constant term I'[0] of the effective
action I'[¢, A, .. ], i.e. to the background field dependent zero-point 1PI function.
Owing to the “shift” symmetry (3.2) which is preserved by the cutoff regularization
of Section 3, calculating I'[0] in order /? is equivalent to the determination of the
two-loop contribution to the effective potential Veg ()

I'[¢, other (anti)fields = 0]= —/d4x { Vet (¢ + ¢) + derivative terms} .

However because calculation of the complete two-loop Feynman integrals in the
regularization of Section 3 is quite cumbersome, here we will content ourselves?®

2TFor non-Abelian indices the relation 37« = T, (y*)~, holds only in the background field gauge
and provided 44 is the anomalous dimension of the background vector fields.

28The complete two-loop Ve () of an arbitrary renormalizable gauge theory in the DimReg-MS
and DimRed schemes is given in [48].
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Figure 8.1: Order h? vacuum graphs.

with calculating only the divergent part of I';[0] (in agreement with the notation
introduced in Section 4 the subscript 1 indicates that the calculation proceeds from
the action I*). In other words, we want to find the p-dependent counterterm that
ensures the finiteness of T'[0] in the O(h?) order. This will provide some nontriv-
ial consistency checks and will also allow to determine the two-loop coefficients of
quadratic divergences in the bare action Iy introduced in Section 7.

Diagrams relevant for calculating the two-loop contribution to the zero-point
function I'[0] are shown in Fig. 8.1. By an appropriate change of the basis in
the field space the background field dependent mass matrices M%(p), M3 (¢) and
Mg (p) can be made diagonal. In this special basis the integrals corresponding to
the genuine two-loop diagrams A-J of Fig. 8.1, which can be written down using
the rules for propagators and vertices given in Section 3, reduce to the nine integrals
listed in Appendix G. All these integrals are fully regularized by the prescription
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(3.1) and can, in turn, be reduced to the four basic integrals (G.1)-(G.4) whose
divergent parts we are here interested in, are determined in Appendix G. The
results for divergent parts can be then written back in the initial field basis.

Diagrams K, L and M of Fig. 8.1 are the one-loop diagrams with insertions of
the one-loop counterterms corresponding to the “wave function” and mass renor-
malization. We discuss them in more detail here in order to illustrate the working
of our regularization scheme. As explained in Section 4, the momenta in the coun-
terterms must also be replaced according to (3.3); for example, the counterterm for
the <AﬁA§ >1p1 function must have the form

Siot L (p, —p) = 0" (6m)ag + RAP)RUD) (0 Za,L)as — N R(D)*(6Za7)as- (8.1)

As stressed, this is necessary for consistency of the A-MS scheme based on the reg-
ularization (3.3): as revealed by the analysis of Section 7 (and Appendix D) only
then it is possible to derive the RG equations and give the action I, the meaning of
the bare action Ig. Because of this rule the integrals corresponding to the diagrams
K, L and M of Fig. 8.1 are not completely regularized by the prescription (3.1).
As found in Section 3, one-loop vacuum graphs are the only ones for which such a
situation can occur. However, unregularized parts of these diagrams are background-
independent and can be omitted in the calculation of the effective potential Veg(¢p).
Indeed, V.g(¢) can be also determined by computing the background-dependent
contributions to the scalar one-point 1PI functions (i.e. to the scalar field tadpoles,
which according to the analysis of Section 3 get completely regularized by the pre-
scription (3.3)), and integrating them with respect to . Similarly, we will omit also
all other ¢-independent terms proportional to A* in Egs. (8.17)-(8.25) below (in par-
ticular, the contribution of the ghost analog of the diagram K which is background
independent in the Landau gauge).

The background-dependent contributions of the diagrams K, L, M reduce to
the single integral

2

(47)?2 /(j:; R(k);_ = A’ {m % - 5A} + (8.2)

m* m? 27 5
+25 {31nﬁ+ln§ —5—35A} +O(A),

and read (tildes on I indicate that the factors (27)%0%m(0) = [d*z have been
removed)

T(K) = % / (2:54 m{ [R(k)? —m2] ™ [m§52¢ - Smg} } , (8.3)
T(|M) = g / (‘;’;4 m{ [R(k)? —m2] ™" [m%zA,T - szv} } , (8.4)
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_ a4k 5 5
r(|L) = — / W@’tr{[m}mp5Zp+5me}mF—<m} St S my )| x
x [R(k) = mpmp] " } (8.5)

(The traces reduce to simple sums over mass eigenvalues in the basis in which the
mass matrices are diagonal). Here

(0Zar)as = (ZL(STAP {—1—5tr [eats] + %tr [TaT5] + gtr [fafs] } , (8.6)
(0Z4)i5 = (4571\)2{ - %tr{Yin* +cc.} —3 (TaT%)y; }, (8.7)
§Zp = (fTA)? {—%Yi*}”} : (8.8)

as well as (cf. Eq. (2.2))
B2y = s { = 3 )es{T™ T, + 5T T AT T,

+1>\ijkl(m%)kl + 1tlr [pip;] = 2t [Y;Y " mpm}, + cc.] +

2 2
—tr[Y;m}Y;my + cc.] } +
A2 (e 1 kl *
+(47r)2 3(TTa)ij — 5)\ijkl5 +tr [Yzy; + CC.] 5 (8.9)
N 6[\ * /1
Smp = e {=3f mpf" + Y;m}Y'}, (8.10)

are minimal counterterms extracted from the expressions (B.6), (B.11) and (B.13).
Non-minimal counterterms enter only through the diagram M in which

om? = 0'm? + &'m? | (8.11)
consists of the minimal part
(03 )ap = 5—A{§tr[m2e es] — 2tr[fampfsme]| + tr[{fa, fo}mpmr] +
V/apB (47‘(‘)24 vtabp alltFlp a |8 F
3
+360 e THT3, ke +
A? 1
SewE tr[eqes] + §tr[7;7;3} — tr[fafs] ¢ (8.12)

and the non-minimal one, §’m?, given by (5.20). The counterterm §Z4;, in (8.1)
in which §Z4 1, = 6Z41 + 0°24, where the non-minimal 8’24 part is given by (5.19),
does not contribute because the vector propagator is transverse in the Landau gauge
(cf. (3.4)).
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In combining the contributions of the genuine two-loop diagrams A-J with those
of the counterterm diagrams K, M, L, it is convenient to decompose the diagrams
K-M into pieces proportional to different types of couplings; schematically:

L=Ly®L, M=MroMoM oM, K=Ky&K;r®oK\6K,&6K,. (8.13)

Similarly, it is convenient to decompose contributions of the fermionic two-loop
diagrams C' and G into pieces [ and 11

C=CreCpy, G =G Gy (814)

corresponding to the product of, respectively, two masses and two momenta aris-
ing from numerators of propagators of the Majorana fields. As usually, combining
contributions of genuine two-loop diagrams with those of the counterterm diagrams
should remove all divergences non-polynomial in the background field dependent
mass matrices providing thereby a nontrivial check of the consistency of the whole
computation.

Having computed the divergent (p-dependent) contributions to the zero-point
1PI function one can determine those counterterms of I, which are necessary to
renormalize up to the order A? the effective potential V.g. In other words, one can
determine the counterterm V2 (¢) in

= (4m)*

{ (¢ + ) +Z i ¢+<p)}+ . (8.15)

(the ellipsis stand for derivative terms, and terms involving fields other than ¢). In

the A-MS scheme defined in Section 4 the functions V) are pure divergences, that
is, vanish if one sets first 4 = 0 and then A2 = 0. The one-loop counterterm v
can be read off from (B.9) and reads

VD (p) =~ [ { M)} — 2r{Me(@Mr(e) b+ 3r{MER)})] (810

6A [ tr{M&(p)*} — tr{ Wp(w)MF(W}2}%“{/\4%(@)2}}'

We present the result for v dividing it (using an obvious notation, e.g. writing M x
for Mx () and MY for [M%(¢)]? etc., see also the definitions (2.2) and (7.41)) into
pieces which remove divergences from the sums of genuine two-loop diagrams and
the counterterm diagrams of Fig. 8.1, in which cancellations of nonlocal divergences
occur:

1
V2 (plA® K,) = A ( 5A+1n3)5”6k’“6l" i (2)Viun () +

1 iJ " "
3 (03 = 200) Mi(0)70" 8" Vilu(@) Vi (), (8.17)
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VO (p|B® K,) = ——A Op AijrgMEI SR 4 L5 NijuMEITMER (8.18)
[e’e] J 8 A J

4
VO (p|Cr @ Kyr © Lyy) = g/\Z (5/\ —1In— ) tr{ YV MEY; M5 + ce.} + (8.19)

—i(ai—%A){Mgij tr[Y MY M+ ce] +2 e [YIMEY; MM pMip+ce] )

3 1
Vé?(MCU © Ky @ LY,II) = A25A {?ﬁl‘ [YZM*FMFYZ-* + CC.] — Ztr [M%Y} }
1 |
+A2{—(64 2+ 153 — 2515 — 111n 1)t [YMEM Yy + cc]

; [ 1—4—51n3+—51n5+91n2] [M%Y} }+

2
B2V MM ] M e Y MM YT ] e [MEY] )

VM MY MMy +ce.] - 11—6 (7 + 410 2)tr [MLY] +

+135 {7+61n 3] [V (MpM;)?Y +cc.]}, (8.20)

1
+5A{§tr

7
V(gD & E & Kr & My) = A%y {—gu (METLT] + St [T°T7] Mzw}

17 51 459 125
2 - v e e aT P
+A{[8 T2+ 53 81n5]tr[TT]MVaﬁ+
20 1901 360 . 125 847
S M2 2E 34 b 4 — In 11|t [MET T
{16 72 gp Mty oty ] (MT T

—|-68 {Gtr [METLT?] = 6tr [METPT] MY o5 — tx[TT7] MVQB}
+5A{ 16 [47 + 24 2] tr [TOTP) My, o5 — 2 [Q—I—ln %] tr[MSTLT] +

—§tr[7;/\/l2s7'a/\/l = —tr[/\/l TAT M3 o5} (8.21)

15 1 189 45
(2) — | —ZZA2 2( -4 =7 - =
Vi (plF & Ky, © M,) = { 8A5A +A < T In2 161:(13)]
xoTer THHT®, The +
+5A[ Ty TYME{T™, TP} + 5 ¢T{7;, THT, ThoME ]

0[S (Tar To}MA{T™, T} +
332 (14+31n3—) e Ta, T H{T, T‘S}w\/lw} (8.22)

45



VO (p|Grr @ M;1r) = A6 {tr [157] M3 s — tr[M}./\/lFfafO‘chc.]} +

3

2
13 61

+A2{ [_Z +—1In2—54In3+ 25 ln5] tr[§F7] MY o +
18 9 9 8

3 SO MM cc] M3y — s[5 M o} +

+5A{ —tr[(MEMp)*§*Fatce] + 2(1 — A 2)tr[MpMpff’ +cc.] MY o5

2 1 1
[@ In2+211n 3+—5 1n5—ﬂ In 11——3} r[/\/l*F./\/lFfafo‘—l—cc.]}

- 112 (19 + 6 In4)tr [f*5°] MVaﬁ}, (8.23)

9 9 21 9
VO (p|Gr & M;; @ Ly) = A [55/\—!-5 In 3—? ln2—§} tr[ M pfMEfL +cc.

S B MEM AP Mi ]+ e MM o] M3} +
+5A{3tr[MpM*FMFf°“ Platee] +

+§(7 + 410 2)tr [M pf M5 +cc.] M%aﬁ}, (8.24)

35
VO(plH @1 J @ M,) = A%, {—gu[ fee] Mvga}

39 9695 81 625 847
g _ _ 0 il Bea
+A[4 o5 M2+ 3-S5+ 241n11] r[e’e®] MY 44

+5i{1§3tr[ TMY g + 19 tr[ea M7 e* M7 ] } +

61 103 27
_5A{{4—8+1—612—§1n3] rle’e*] My 50 +

120 3 915 N
[16 321n¥}tr[ea/\/l ME] } (8.25)

The function V&' given by the sum of the expressions (8.17)-(8.25) is indeed
polynomial in the ¢-dependent masses, in agreement with the expectations. Fur-
thermore, it has been established in Section 7 that the (local) action (8.15) with the

two-loop counterterms included should satisfy the RGE of the form Ryly = O(h3)
(cf. Eq. (7.3)); this, in particular, implies the following relation

i 0
Biay () — [vé)} oa

V(p) =v?(p), (8.26)

where v®(¢) is the coefficient of 16, (i.e. of In(A/p)) in V& (¢). We have verified
that v () extracted from the formulae (8.17)-(8.25) agrees with the left hand
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side of (8.26) computed using the result (7.39) combined with the DimReg result
(E.2). (Notice that (7.39) gives precisely the difference appearing on the left hand
side of (8.26).) Moreover, the RGE Ryl = O(h?) implies that the coefficients of
the A2 x §, and 63 terms in (8.17)-(8.25) should be entirely fixed by the 1-loop
divergences (8.16) and the 1-loop § and 7 functions; we have verified that this
is indeed the case. In particular, up to the (background) field renormalization, in
v () the terms proportional to A%x d, can be obtained from quadratic divergences
in (8.16) by replacing there the renormalized couplings with the bare ones.

Finally, in the results (8.17)-(8.25) there is a new information, which is not a
mere consistency check of our earlier results: this is the 2-loop coefficients of the
quadratic divergence (of A?) which is important for the hierarchy problem (Section
9). The explicit form of this coefficient for the SM is given by (F.8). It differs from
the one derived in [11] where superficially a similar regularization was used.

A possible explanation of the discrepancy of our result (F.8) and that of [11] fol-
lows from the observation that the latter one is reproduced if: i) after the reduction
to the basic integrals (G.1)-(G.4) only the “sunset” integrals (G.1) contribute to the
two-loop coefficients of the quadratic divergences (in other words, contributions of
the remaining basic integrals are assumed to cancel exactly with the contributions
of the counterterm diagrams K, L and M, ii) all the sunset integrals (G.1) occur
in the same version n; = ny = ng = 1. These assumptions are satisfied in the
DimRed scheme because the coefficient of the quadratic divergence of the sunset in-
tegral (G.1) is in DimRed given by the residue of the pole at d = 3 [9,10], while the
quadratic divergences of the remaining O(h?) contributions correspond to residues
of the poles at d = 2. The fact that the result of [11] agrees with the one of [9, 10]
suggests that the cutoff on the integrals was in [11] imposed after their reduction
to the basic integrals. In contrast, our result (F.8) is obtained using the consistent
implementation of the cutoff procedure of Section 3 (which requires making the
substitution (3.1) at the level of the complete action, including the counterterms,
that is before reducing Feynman integrals to the basic ones, so that no operations
on divergent integrals are performed) which violates the above assumptions (for ex-
ample i) is violated by the fermionic loop of the diagram C). It is this consistent
implementation which allows to prove the RGE and is therefore the one in which
the conjecture of [11,45] (proved in Section 7) is valid.

9 Bare parameters and the Hierarchy problem

In its most applications the role of QFT is to establish relations between various low
energy data. In this context renormalization allows to parametrize predictions of a
concrete model, like the SM, in terms of a small set of finite parameters. Regulariza-
tion is then only an auxiliary procedure which is chosen following the requirements
of calculational convenience and counterterms implementing subtractions are not
treated as carrying any physical information - they become infinite when, at the
end, the regularization is removed. In such applications of QFT the origin and
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magnitude of finite parameters, like masses of physical particles, are not an issue.

With an explicit UV cutoff, like the one introduced in Section 3, one can, however,
take another point of view (ubiquitous in applications of field theory to critical
phenomena) and, keeping the UV cutoff finite and fixed, treat the action I2 with
the counterterms constructed in the process of renormalization as the fundamental
object - the “bare” action expressed in terms of “bare” parameters and “bare”
fields. That such a bare action can be defined when the cutoff breaks the BRST
symmetry?” has been shown in Section 7. Once such a bare action I is obtained,
there is in fact no need to split bare parameters (and fields) into renormalized ones
and counterterms: it is perfectly possible to compute Green’s functions directly in
terms of bare parameters (keeping the regularizing cutoff finite) - when they are
used to express, order by order in the perturbative expansion, physical quantities
in terms of a selected set of other physical quantities (like My, G;l/ 2, agm, ete. in
the SM) all potential infinities disappear leaving relations which would remain finite
in the limit of removed UV cutoff (in practical application it is then convenient
to remove the cutoff entirely to simplify the results; nothing however prevents in
principle keeping the regulator finite, at least when no gauge fields are present - see
the remarks at the end of Section 4). In such an approach the UV cutoff can be
given a physical meaning e.g. of the inverse of the lattice spacing of a statistical
model underlying the considered field theory model or, as we want to treat it here,
the characteristic scale of a more fundamental finite theory. The question why the
measured masses of physical particles described by the model, like W=, Z° or the
Higgs boson are orders of magnitude smaller than the value of the physical UV cutoff
A, which should be comparable to the Planck scale®, becomes then important and
is known as the hierarchy problem.

To study the hierarchy problem as described above one has to assume that at the
most fundamental level physics of all interactions, including the gravitational ones,
is described by some (most probably finite) theory, which may be not a QFT, and
(like Loop Quantum Gravity) may even give a completely different view on space
and time, which predicts all measured quantities in terms of a single dimensionful
parameter, to be identified with A, which is its intrinsic scale. It is then quite natural
to expect that all predictions of this hypothetical fundamental theory pertaining to
low energy physics (low with respect to A), in the limit in which departures of the
space-time from the flat Minkowski space-time are neglected and coupling to the
gravitational sector ignored, can be obtained from an effective finite field theory
whose bare action I3 and bare parameters are fixed by the fundamental theory.
Moreover, taking into account the putative finiteness of the fundamental theory,

29Tf there is a physical regulator preserving all symmetries necessary for quantum consistency
(or as in the ¢* model, there is simply no continuous symmetries) there is no need to construct
counterterms: it is possible to start directly from the bare action which takes then the same form
as I

30Each physical intermediate scale between the electroweak scale and the Planck one potentially
generates a hierarchy problem, if the effective quantum field theory valid below the intermediate
scale involves scalar fields; in our considerations we assume absence of such intermediate scales.
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it is natural to assume that it is the intrinsic scale of the latter that acts in the
effective theory as the UV cutoff. It is also conceivable that the complete effective
field theory action I3 contains also terms suppressed by A whose effect is such that
amplitudes computed in the effective theory eventually do satisfy for finite A all the
necessary ST identities, even though I3 is not BRST invariant. In such a scenario
the underlying hypothetical fundamental theory of all interactions must by itself
solve the fundamental aspect of the hierarchy problem, that is predict the ratio
My, /Mp) ~ My, /A. But even if it does, the hierarchy problem generically manifests
itself at the level of the effective low energy field theory as the fine cancellation
between the bare mass square parameters m3 (like (7.18)) of the scalar fields (if
such fields are present in the low energy theory) and, as is clear from (7.19), also
of bare masses squared of the vector fields (M2)g (if the built-in cutoff violates
explicitly the gauge symmetry) and the order A? contributions in the perturbative
calculation of the physical W=, Z° and the Higgs boson masses.

Of course, if it is assumed, as it must, that the fundamental theory predicts
correctly the ratio My, /Mp (and M), /Mp), the above cancellation is an artifact of
using the effective field theory. Nevertheless it is precisely this cancellation (which
can be termed the “technical” aspect of the hierarchy problem), which from the
point of view of the low energy effective theory is perceived as the main hierarchy
problem and attempts at solving it entirely within the effective theory, undertaken
over years, have led to many ideas such as technicolor or low energy supersymmetry,
extra dimensions, etc.

If one adopts this attitude toward the hierarchy problem, it is just the cutoff
dependent bare action of the effective theory which is of special interest. Of course
the fundamental theory is unknown and, therefore, neither the corresponding bare
action nor the way the intrinsic scale A of the fundamental theory acts in it as a
cutoff are known. Nevertheless, it may by enlightening, using the bare action I3 of
Section 7 (which, with the cutoff A implemented as in Section 3, has many features
expected from the realistic effective theory - after expanding the regularizing expo-
nential functions (3.1) it consists of infinite set of operators of growing dimensions,
coefficients of operators containing gauge fields are given by infinite series in bare
couplings) and assuming a concrete form of the action I - be it the SM or some
of its extensions - to pursue a kind of a “bottom-up” approach and investigate the
resulting structure of the bare effective action (as a function of the unknown scale
A) implied by the low energy data. In particular it can be interesting within such
an approach to see, using the RG equations of Section 7 to evolve the renormalized
parameters from the electroweak scale up to the high scale (of order Mp)) where they
become bare parameters of I3 (see (7.16)), whether one can get some clues to the
technical aspect of the hierarchy problem, at least as far as the cancellation between
bare masses squared of scalar fields and the A? contributions are concerned.?!

31Tt seems, however, that the problem of a similar cancellation for vector fields must be taken
care of by some other mechanism operating at the level of the fundamental theory, possibly related
to the one which is necessary to restore the BRST invariance for finite A - see the remarks at the
end of Section 4.
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In [2], inspired by the study [11], we have envisaged a possibility which, if real-
ized in Nature, would in fact imply absence of such a cancellation. This possibility -
viewed from the perspective of the bottom-up approach - is the potential existence
of a particular cutoff scale® A = A, at which all contributions proportional to A to
the counterterms to the scalar field masses squared, that is all coefficients f¢(Ag(A))
in (7.18), simultaneously vanish. If such a value of A exists and is reasonably close
to Planck scale, one can take the position that A, ~ 3A, is perhaps the intrinsic
scale of the fundamental theory and that the obtained bare action I3 defined as in
(7.15) is the bare action of the corresponding effective field theory. Absence of terms
proportional to A% in (7.18), i.e. the vanishing of all coefficients f©, would of course
mean absence of the technical hierarchy problem in the effective theory. While this
bears some resemblance to the well known Veltman condition [46], the important
differences should be noted: the Veltman condition was imposed on the renormal-
ized couplings at the electroweak scale. Moreover, if the DimRed is used as the
regularization (as advocated by Veltman), the leading quadratic divergences corre-
spond, at L-th loop, to simple poles at d = 4 —2/L; therefore vanishing of quadratic
divergences requires in DimRed an infinite number of constraints on coupling con-
stants (which can be simultaneously satisfied only if there is a special symmetry, like
e.g. the supersymmetry). In contrasts, in the consistent regularization based on a
physical UV momentum cutoff A, like the one of Section 3, coefficients of quadratic
divergences arising from consecutive loops combine (as shown in Section 7) to cutoff
independent functions of bare couplings, and the number of constraints coincides
with the (finite and small) number of scalar field multiplets and, therefore, their
vanishing does not require any additional (super)symmetry.

If all coefficients f€(\g) in (7.18) do vanish simultaneously, the smallness of the
electroweak scale G}l/ 2 and Higgs boson mass(es) compared to the Planck scale must
be ensured by the smallness compared to the scale A of the functions (m?)“ in (7.18);
this, in turn, must be ensured by the fundamental theory, much in the same way as
the smallness of soft supersymmetry breaking scalar masses in supersymmetric low
energy effective theories must be ensured by a supersymmetry breaking mechanism
operating in the underlying more fundamental theory.

In [2] using the one-loop RG equations (which are identical in A-MS and in
DimReg-MS schemes) and one-loop approximation to the functions f¢ in (7.18) we
have shown that the scenario described above can be realized in the extension of
the SM considered earlier in [49] and consisting of an extra complex singlet scalar
field and three right-chiral gauge singlet neutrino fields. Here, using the two-loop
RG equations derived in Section 7 and the two-loop approximation to the functions
f¢ we analyze this possibility taking for I, the SM action. One of the reasons for
doing this exercise is to get an estimate on the simplest possible example of changes
brought in by the systematic inclusion of all two-loop effects.

In the SM there is only one SU(2) doublet of scalar fields and, consequently,
only one function f defined by (7.18) (in the model analyzed in [2] there were two

321t is more convenient to work with the rescaled cutoff A ~ 0.32A introduced in Eq. (4.13).
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such functions). The one-loop contribution f to
F=f04@n)2f® 4 . (9.1)

can be read off from (8.16) and reads (for the normalization of the couplings - see
Egs. (F.1)-(F.3); all Yukawa couplings other than the top one, ¥, are neglected):

FO = 601 — (307 + 42) + 67 (9.2)
f@ is given in (F.8). All couplings in (9.2) and (F.8) are the bare couplings (the
subscripts B are omitted for simplicity).

To find the dependence of the SM function f on the rescaled cutoff scale A ~
0.32A (cf. (4.13)) we evolve the SM couplings in the A-MS scheme using the two-
loop RG equations of Appendix F from the scale 4 = M; up to some high scale.
(Recall that, in agreement with (7.16), the cutoff-dependent dimensionless bare

coupling gg(A) is simply given by the running one g(p) extrapolated to high scales,

ie. gg(A) = g(i = A).) As the initial conditions for the RG evolution we take the
known values of the SM DimReg-MS scheme couplings [50]

& Mh
AMM,) = 0.12604 4 0.00206 — 125.15
(M) ; { . } i

M,
—0.00004 {GeV — 173.34} 4 0.00034y,
§ M,
9¢(My) = 0.93690 + 0.00556 {Ge\/ — 173.34} 4 0.00054y,
Jw(M;) = 0.64779 + 0.00004 M —173.34 (9.3)
Juw +) — U. . GeV . s .
g, (M;) = 0.35830 + 0.00011 M; —173.34
Jy\ M) = . GeV ' ’
gs(M;) = 1.1666 — 0.00046 M, —173.34
ol) = = ' GeV T

(the central value of g5 corresponds to as(Myz) = 0.1184) in which M; = (173.34 £
0.75) GeV and M, = (125.15+ 0.24) GeV are the pole top quark and Higgs boson
masses, and convert them with the help of the relation (6.3) which takes here the
form

1
(47)?

9°(My) = g (M;) — 06 (9(My)) (9-4)
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Figure 9.1: Coefficient f of the quadratic divergence (of the term proportional to A?
in (7.18)) in the SM. The solid line shows the results of the full two-loop (NLL) cal-
culation (i.e. the full two-loop coefficient f with A-MS couplings running according
to two-loop beta functions). The short-dashed line shows the one-loop coefficient
f® with DimReg-MS couplings running according to one-loop beta functions. Both
curves correspond to the central values of the DimReg-MS initial data given by (9.3).

with the one-loop € functions given in (F.18)-(F.23), into the values appropriate for
the A-MS scheme.??

The dependence of the SM function f of (7.18) on the rescaled cutoff A for the
central values of the couplings (9.3) is shown in Figure 9.1. It is seen that the two-
loop effects lower the scale A at which f vanishes by about 3 orders of magnitude.
Nevertheless, this scale remains too high to reasonably identify A ~ 3A with the
intrinsic scale of a fundamental theory which, as argued, should be related to the
Planck scale Mp; = 1.8 x 10® GeV.

In Figure 9.2 we compare the results of various approaches. It is clear that
replacing only £ given in [11] by the result (F.8) of the systematic calculation in
the consistent regularization scheme of Section 3 is not very significant numerically.
The difference is larger if the actual approach taken in [11] (dashed line) is compared
with our result (solid line). Still, this comparison shows that the estimate of the scale
A at which f vanishes is not very sensitive to the details (nor to the consistency)
of the approach taken to estimate the two-loop effects. This is important for the
interpretation of the hierarchy problem proposed in this section. Since the one-
loop beta functions are (for mass independent schemes) universal and the function
f® in (9.1) is (up to a multiplicative constant) independent of the precise form of

33Up to the two-loop accuracy we could alternatively evolve the couplings (9.3) using the two-
loop RG equations of the DimReg-MS scheme and convert them at the scale u = A into the A-MS
scheme couplings using (9.4) with M; replaced by A.
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Figure 9.2: Comparison of the result of the consistent two-loop calculation of f
(solid line) with other approaches: as indicated, the dotted line shows the result of
replacing f® given in (F.8) by f® of [11], the dashed line corresponds to using
in addition the two-loop running couplings of the DimReg-MS (instead of A-MS)
scheme. Finally, the dot-dashed line shows the result of approximating f by f()
and using the two-loop running couplings of the DimReg-MS scheme. In all cases
central values of the initial values of (9.3) are used.

the momentum cutoff** it should be possible, unless large values of some couplings
come into play, and if the uncertainty in the top mass is reduced - see below - to
reliably test whether a given extension of the SM involving elementary scalar fields
is consistent with the proposed solution to the hierarchy problem, that is whether it
predicts (with the uncertainty of one-two orders of magnitude) A sufficiently close
to the Planck scale.

As illustrated in Figure 9.3 the value of scale A at which the SM function f
vanishes strongly depends on the actual value of top mass. This is, however, not
surprising since the instability scale of the SM is also strongly dependent on the
value of M; [50].

10 Conclusions

In this paper we have considered renormalization of a general renormalizable YM
theory with scalar and spinor fields in the regularization based on a physical UV
momentum cutoff which explicitly breaks the BRST symmetry. In this connection
we have recalled the general renormalization procedure based on QAP. We have
proposed a concrete consistent realization of such a regularization and formulated a
mass-independent renormalization procedure in terms of counterterms to the action
which implement the necessary subtractions. Using our scheme we have performed

34 At least if the cutoff does not differentiate between fields of different spins - but this seems a
reasonable assumption in view of the universality of gravity.
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Figure 9.3: Uncertainty of the SM function f{j’; corresponding to the uncertainty

in the value of the top mass. The band corresponds to 3o deviations of M, from the
central value M; = (173.34 £ 0.75) GeV. Central value of M, is used.

a systematic one-loop renormalization of a general YM theory obtaining explicitly
the one-loop counterterms (minimal and non-minimal ones). The proposed renor-
malization scheme, similarly to the conventional MS scheme, introduces an arbitrary
renormalization scale p. Therefore, we have proved that the parameters and Green’s
functions computed in this scheme satisfy the appropriate RG equations ensuring
independence of i of physical quantities. We have also established the relations
between parameters of the theory renormalized in our scheme and those of the ordi-
nary MS scheme. This allowed us to obtain explicit expressions for the two-loop RG
equations satisfied by the parameters renormalized in our scheme. Their correctness
has been partly checked by the direct calculation in our scheme of divergences of
two-loop vacuum graphs.

The established RG invariance of physics allowed to define the p independent
bare couplings and formulate the theory in terms of the bare action dependent on
the cutoff scale A only through the regularizing exponential function. The structure
of this bare action has been elucidated.

Finally, the concept of the bare action allowed us to speculate in the last part
of the paper on the hierarchy problem. We have formulated a condition which, if
realized in Nature, could be considered a solution of this problem, at least as far as
it concerns scalar fields only. It should be stressed that this solution does not require
any additional (super)symmetry. Using the results of the paper we have analyzed
whether the SM itself can be consistent with this possibility. While it turns out that
the renormalization scale at which the parameters of the SM satisfy the necessary
condition is too high to be accepted, from comparing on the example of the SM
different approximations we have gained some useful insight into the reliability of
the similar checks based on simple one-loop calculations for potential extensions of
the SM.
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Appendix A Auxiliary conditions in the subtrac-
tion procedure

A.1 Auxiliary conditions

Here we list the auxiliary conditions which together with the ZJ identity S(I') = 0
specify the 1PI effective action I'. For convenience we write these conditions for an
arbitrary functional G. These are (see [19] and references therein):

e The “translational Ward identity” [14]

5
06! (x)

7.G=0, TiE—ﬁi@+/d4$ (A1)

Symmetry w.r.t. global gauge transformations (cf. formulae (A.11)-(A.12)
below for the definition of W,,)

W,G =0, (A.2)
e The ghost equation
) 0 )
(6% — o = A

Gle=0,  CW=FTS T kim Y

e The (Landau) gauge condition

0G - _

= A} Al(z) = —9AP A4
o = ME. N = -oule). (A4)

The antighost equation [51]

GoG =AY Go = /d%{m - wy(x)evaﬁm}, (A.5)

in which

ay

A9 = /d%{Lﬁeﬁmw'y — ngﬁ Al — K [Ta(¢+ 0) + Pa}i + Ko [tat)]* }7
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If the gauge Lie algebra has an Abelian ideal, an additional condition, the local
Abelian antighost equation (AAE) [39]

G o
S = M), (A.6)

with
AEA = _8M{K5A - 8“waA} - KZ [7:1,4 (¢ + 90) + PQA]i + Ka [taA¢]a )

is imposed.

If Stueckelberg fields are present in the model (i.e. at least one vector Ps, in
(2.4) is nonzero) one can ensure (by performing, if necessary, an orthogonal rotation
in the space of scalars ¢) that only the last Ng; rows Py, With s = 1,..., Ng; of
the matrix [P’, ] are non-vanishing and that they are linearly independent. The
corresponding components of the (rotated) scalar field ¢ are the Stueckelberg fields
¢%. In such a case two further conditions (the Stueckelberg equations)

e = <=
= :/ :} = —O0g/g H s n° A , .
567 (2) AZ(x), A 055 0"{0,8° + 1%, A (A.7)
and
T ()G =0 95()=—a L + p° 0 (A.8)
p A= w = G 5K () " P SKE, (z) '

are imposed. Further conditions on Iy and on I' may result from imposing other
continuous or discrete global (non-gauge) symmetries.

All the conditions (A.1)-(A.8) are satisfied by the tree-level action I (2.9) in the
Landau gauge (2.11) expressing their “accidental symmetries” or specifying their
breaking (factors A). It the analysis it is important that because all the A factors are
linear in the quantum (propagating) fields they do not affect quantum corrections.

Most of the conditions (A.1)-(A.8) play only a simplifying role in our analysis:
imposed on I', they enforce the Landau gauge as a particular choice in the class of
R¢ gauges. An important exception is the Abelian antighost equation (A.6) which
specifies Abelian gauge currents beyond the tree-level: if the theory has continuous
(non-gauge) symmetries, in kerSy, there are terms corresponding to couplings of
Abelian gauge fields to conserved currents of these symmetries [23,38]. Such terms,
which unlike other elements of ker Sy, do not correspond to infinitesimal changes of
parametrization of the tree-level action Iy, are excluded by the AAE [23,39]. That
this is indeed so can be seen by noticing that for an arbitrary functional F' [39] the
following “anti-commutation relation” holds:

) oF T
——S(F — —AY
Sorn @) )+ S (&u% @) e
Here 20, , () is the infinitesimal generator of Abelian gauge transformations

J

(x)) = W, (2)F — 8,0"ha, (). (A.9)

QUOCA = aﬂm + [EA(QS_I'QO)_I_PQA] (qul + [taAw] 5—1Da +
) — )
G [Toals 577 — [tan)’,s i (A.10)
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From (A.9) one learns that if I' satisfies the ZJ identity and the AAE then it also
obeys Abelian Ward-Takahashi (WT) identities which ensure that Abelian gauge
bosons couple only to gauge currents.

(Anti)commutation relations, similar to (A.9), hold also for all other differential
operators in (A.1)-(A.8) (some of them can be found in [19]). Here we show only
the one satisfied by G, in order to specify the W, operator in (A.2)

GuS(F) + 8p (GuF = AT) =W F. (A11)

In particular, comparing (A.11) with (A.9) we get the relation between W, , and
(A.10)

Wa, = /d4x W, ,(x). (A.12)

Relations like (A.11) mean that for functionals G which satisfy the ZJ identity (4.1)
not all conditions (A.1)-(A.8) are independent. They are, however, all necessary to
specify the actions I,, which do not satisfy this identity.

Finally, we remark that, as can be seen from (4.2), gauge singlet fields are in our
formalism treated on an equal footing with non-singlet ones. In particular, we do
not exclude the possibility that antifields corresponding to gauge singlets (i.e. L,
and, say, K;, and K, ) appear in counterterms even though they are absent in the
tree-level action [y. Assigning to them the same ghost numbers and power-counting
dimensions as to their non-singlet counterparts one concludes that the conditions

5, 51, 51, 51,
—_— = — @A = —= —
SRE, - o™ =0 5k 0 R

=0,

ap

follow already from the conditions (A.1)-(A.8) imposed on the I,, functional - they
do not have to be imposed separately.!

A.2 Completion of the inductive step

To complete the inductive step discussed in Section 4 we have to show that the aux-
iliary conditions (A.1)-(A.8) are satisfied by I,,;;. To this end, we first notice that
the identities (A.1), (A.2) and (A.5) are preserved by the regularization prescription
(3.1), i.e. if I,, obeys them, then so does I*. By using the well-known arguments [20]
one concludes that I'A and its “asymptotic part” I', satisfy these identities. In par-
ticular, this means that v obeys their homogeneous counterparts. The same
arguments show that i Fdiv possesses all global (non-gauge) symmetries of Iy. In
fact, DY gatisfies also homogeneous versions of all the remaining conditions
listed in Appendix A.1, even though, due to their dependence on derivatives, these
identities are not (exactly) preserved by the regularization (3.1). Let us consider
first (A.3) with G = I,. This identity implies that I,, depends on the antighost @,

! Alternatively, these new constraints can be imposed by appropriately restricting the form of
the S(+) operation [22,23].
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only through the difference K* — 0#%@,. That the same is true also for I';, is obvious
from Feynman diagrams, the only subtlety being that the derivative acting on the
antighost field in I} is replaced according to (3.1). However, the additional exponen-
tial that could spoil this identity for I'A necessarily contains an external momentum.
Thus, the breaking of identity (A.3) for I'A tends to zero in the infinite cutoff limit
(1PI functions with external antighost lines are at most linearly divergent, due to

the derivative on each antighost field in the action I,,). Thus, the entire Iy and
in particular, TV satisfy the identity (A.3). The same arguments show that
I obeys (A.8). Finally, the conditions, (A.4), (A.6) and (A.7) applied to I,
restrict its vertices in such a way that it is impossible to construct 1PI loop diagrams
which would contribute to functions with external lines of, respectively, h,, w*4 and

¢, Thus F (nt1)div obeys homogeneous versions of these identities as well.

To prove that I, obeys (A.1)-(A.8) we still have to show that the non-minimal
counterterm dl’ ) in Eq. (4.18) satisfies their homogeneous versions. This is an
important point since a priori these identities could be in conflict with the condition
(4.17) of restoration of the ZJ identity. That this is not the case follows from
(anti)commutation relations like (A.11). More precisely, the above arguments show
that the I, functional, cf. (4.11), obeys all the conditions (A.1)-(A.8). Similarly as
above one concludes that I',, obeys them as well. Thus, the relation (A.11) applied
to F' = T',, in conjunction with (4.15) tells us that €, obeys the homogeneous version

of the antighost equation (A.5)
Gay=0. (A.13)

Using the counterparts of (A.11) for the other functional differential operators
appearing in (A.1)-(A.8) one concludes that €, satisfies also homogeneous versions
of all the remaining conditions (A.1)-(A.8) except for the Abelian antighost equation
(A.6).2 Exploiting these constraints and assuming that Q,, is cohomologically trivial
(cf. the remarks below Eq. (4.9)),

Qn = Sloén )
we have verified that én must be the sum of two terms
C,=Cl+C}, (A.14)

of which C° satisfies the homogeneous versions of all the conditions (A.1)-(A.8)
(including (A.6)) and can be assumed to be invariant under global and discrete

2The difference between the Abelian antighost equation and other auxiliary identities is caused
by the fact that the Abelian WT identity is badly broken by our regularization prescription and
thus T, does not satisfy it. From (A.9) we get

Q.

n+1
n dw®a (z)

+ O(hn+2) =Wa, (x)f‘n = 0u0"ha 4 (2),

with 2, ,(z) defined in (A.10). Incidentally this relation shows that the counterterms which
remove the breakings €2, (4.15) automatically restore also Abelian WT identities.
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symmetries of Iy, while C! belongs to ker §p,. Let us consider (A.1) as an example.
For C,, = C,[9,...; | one can define CY as

Co=Cllo,...;0l =Culo+¢,...;0],
so that

1
é;:én—égz/ dt%@n[¢+(1—t)%---;w]
0

= —¢' /01 dt{(Tién)@"";E]}

Using the relation TiSIOén = 0 and the fact that [7;, Sj,] = 0, one concludes that the
above difference belongs to the kernel of Sy,. In order to arrive at similar conclusions
for the identities (A.4), (A.3) and (A.2) we have used arguments of [19]. For the
remaining ones we have performed a “brute force” analysis of all possible terms in C,,
consistent with the power-counting. Finally, for continuous global symmetries of I,
Ward identities can be used, in parallel with (A.2) while for discrete symmetries C0
can be averaged over the group of discrete symmetries to obtain “new” C~2 possessing
discrete symmetries in question.

Obviously, (frlL € ker §;, can be discarded as far as restoration of the ZJ identity
is concerned, cf. (4.17). In other words, for the counterterm restoring the BRST
symmetry in the order A"*! one can take

d=¢+(1-t)p
e=ty

S+ — 0 (A.15)

n

preserving in this way the additional symmetries (A.1)-(A.8) of the next order local
action I,,.1. This completes the inductive step.

Appendix B One-loop diagrams

Here we list the differences, defined in Eq. (5.4), between the values of the one-
loop diagrams in AReg and DimReg. They have been generated by a dedicated
Mathematica based package in which the steps explained in Section 3 have been
implemented. These are

e expansion of regularized propagators according to (3.9),
e introduction of the Feynman parameters (at the level of tensor integrals),

e shift of the integration variable producing “spherically” symmetric denomina-
tors,

e expansion of the exponential factors in powers of external momenta,

e carrying out the integrations over angular variables in d dimensions (making
the standard replacements k*k” — k*nH /d, etc.),
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e transition to the Euclidean space,

e contractions of tensor structures in d dimensions.

¢ -0-- o O OTTOTTTTe g [ -
A 3 B 3 ¢ 3
- _ . (1B)
Figure B.2: Function <Ki(q)d)°‘(l)Af(p) o >~
1PI

- ~ (1B)
Figure B.3: Function <Ki(q)@°‘(l)z4§(p)>

1PI
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Figure B.6: Function <I~(n(q)@a(l)<5i(l7)<5j(p/)>(1)

The expression corresponding to a one-loop diagram, obtained according to the
above prescription, has the form of an integral over the Feynman parameters and
over the length of the Euclidean momentum kg. For d — 4 it gives the value of the
diagram in the AReg, while for A — oo - in the DimReg. Starting from this point
the package treats both cases separately. The expression corresponding to AReg
is integrated over kp “algebraically”, that is by exploiting the definition (3.10) of
the confluent hypergeometric function. Analogous “algebraic” integration in the
DimReg case exploits, instead of (3.10), the standard representation of the Euler
beta function. Both are the Mathematica built-in functions (HypergeometricU
and Beta, respectively) and their asymptotic forms can be found by calling the
Series procedure. After the expansion nonlocal parts of both expressions manifestly
cancel out in the difference, which becomes, therefore, a polynomial in the Feynman
parameters which can be integrated over by using the Mathematica Integrate
function. The package has been tested on many examples. In particular, we have
verified that violations of the ST identities analyzed in Sections 5.1-5.6, which were
obtained by the direct calculation in AReg (of the type presented in Appendix C),
are reproduced by employing the trick discussed around Eq. (5.4) using the formulae
listed below.

Two remarks are in order. Firstly, the algorithm is simple, because the Feynman
parameters are introduced at the level of tensor integrals. While this methods does
yield also expressions for the nonlocal parts of diagrams, their comparison with the
result obtained with the help of the standard Passarino-Veltman reduction usually
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Figure B.7: Corrections to the BRST transformation of fermions.

e ,E,,
|
|
|

Figure B.8: Function <f<i(Z)m(q)qzbl(pl)w(m)>(i).

1PI

requires lengthy integrations by parts. Secondly, the package assumes that the -
dependent mass matrices mp, m% and m?, are real and diagonal. These assumptions
are satisfied only in a special basis in the field space, but results for the general case
can always be unambiguously recovered. In particular, all the formulae given in this
Appendix and in the main text are correct for arbitrary mass matrices.

In the differences of the 1PI functions generated by the package one-loop loga-
rithmic divergences always appear in the combination?

2
Opiy = lnA—2 . 1 —In8&m, (B.1)
Hu €

in which € = (4 — d)/2 and py is the 't Hooft mass - the natural mass unit of the
DimReg (see e.g. the expression (B.4) below), which is also the renormalization
scale of the ordinary DimReg-MS scheme. Since we are interested in renormalized
parameters of the DimReg-MS scheme, it is more convenient to express dp;, through
the renormalization scale i of the latter scheme which is related to ugy by

fi = ppV AT e B2, (B.2)
and the “fundamental divergence” d, of the A-MS scheme, defined in (4.13):

1 .
Spie = 0p — — — 2 2. (B.3)
€ 1
It is clear that divergent parts of bare 1PI functions (in either regularization) can
be easily recovered from the formulae listed below.

To illustrate the method described above we quote here the explicit expression
for the one-loop correction (diagram C of Fig. B.1) to the function (K*w?) entering

!This reflects the universality of one-loop logarithmic divergences which are related to the
structure of non-local terms in the 1PI effective action.
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Figure B.10: One-loop contributions to fgg’,’y(l,p,p’).

|
|
A
\\

N {p)

Figure B.11: One-loop contributions to figs(l,p,p’).

Figure B.13: One-loop contributions to fig(l, —1).
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Figure B.16: One-loop contributions to fij‘;(p,p’, l).

\ B ’

Figure B.17: One-loop contributions to Lq,a, (p, —p).

E
B o

LA

Figure B.18: One-loop contributions to falazéf(pl,pg, q).
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Figure B.19: One-loop contributions to falazi(pl,pg, q).

R

C D
s

T W W % M
Dy
e M M % M M
Figure  B.20: Regularization-dependent ~ one-loop  contributions  to
ng%ﬁgiﬁ (l17 l27 l37 l4)

all the ST identities analyzed in Section 5

(Ri-0)(@) = ~ilesen)”, x (B.4)

i / Ak i T k] Rk +q)
i e RGPz ™ R Rk

(In diagrams external lines of antifields are marked in the same way as those of
the corresponding fields but carry the extra arrow pointing the direction of the flow
of the ghost number). For d = 4 the integral in (B.4) is regularized according to
the prescription (3.3), whereas for A = oo it is regularized dimensionally. For the
difference defined in (5.4), omitting terms which vanish in the limits A — oo, € — 0,
one gets

. (1B) il 1 3. 4 3
A(RZ(-D&"()) = o5 (ee), (5 + 5105 + Zopi ) B.5
H0s0) = i e (g o). (B9
As to the other 1PI functions of antifields, there are no one-loop diagrams contribut-
~ (1B) (1B)
ing to the function <Ki(q)@a(l)>~ . To the function <K”( N (D A8 (p )>~ con-
1PI 1PI
tribute the diagrams A and B shown in Fig. B.1. However, owing to the antighost
equation (A.5) both these contributions are independent of the regularization (de-
spite being superficially logarithmically divergent). Likewise diagrams with external
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lines of antifields, shown in Figs. B.2-B.8, which contribute to the following func-
tions of the antifields

(Rar) . {Be)e0Aw) . (R@)@0Lw) .

1PI 1PI

(1B)

(R0 EGAW) . (Eee0im) . (R@e0dn) . .

1PI

(K" F @)

(1B)

(Kos (00)& (0)0%p2) )

1PI

A B0 @) p))

1P1 1P1

are independent of regularization. Therefore, the differences (5.4) corresponding to
these function vanish.

One-loop diagrams contributing to the two-point function I ™ «p are shown in Fig-
ure B.9. The corresponding difference (5.4) reads

) L(11 3
(AP AT =) ) = afeacamd) 1 (5 = Foon) + (B.6)
1 1
+tr(eqes) [ (9 + 5D1V 69 In2 — gln 3)
2 1
+nt” (——3p2 — —pzéDiV 69 2In2+ Z)p In3 — Az)}
1
+tr (7, [p“p” (—— — —0piv — G In 2) +

1 A2
w Spiv + —p*Ind — —
1 <144p+6p piv T P 1 2)}+

1

Fyre (7 Tibd) - {5

5 2
_tr(fafﬁ) |:pﬂp'/ (18 + 6D1V g In 2) +

1., 2 2
n* <A2+18p +3p25nw+3p 1n2)] +

+ ZéDiv} " o To, THTS, T} +

F [25D1Vtr (fam}f}gmp) — (5D1V—I—%) tr ({fa, fg}m}‘;mp)} )

One-loop corrections to the three-point function FZ;@(Z p,p’) are displayed in Fig.

B.10. For fermions in a non-anomalous representation the corresponding difference
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(5.4) (diagrams FE, F; and Fj; do not contribute to it) reads
(4m)2ATE (L, p) M) = [ (1= p) + 0" (0 = D) + 07 (p) — p)*] x

11 17 4 4 ) 4
x{z’tr(eaegev) (12 5 5D1V—|—§ln §> — %tr (TaT575) (—1+25Div—|—2ln §> +

tr (§a[fs, 1)) (1 + 20piy + 2 In %) } (B.7)

Diagrams contributing to the function (¢ AA) are shown in Fig. B.11 (the dia-
gram C'is not shown, because ghosts do not couple to scalars in the Landau gauge).
Power-counting, the Lorentz symmetry and the translational invariance (3.2) of the
effective action imply the relation

v 0 v
AT zﬁy(l b, p) Arzﬁff(oﬁz% _p)(lB) = %Arﬁf{(pa _p)(lB) ) (B8)

between (B.6) and Afigg(l ,p,p')1B) . By computing the latter difference directly we
have checked that the relation (B.8) does indeed hold.

The difference (5.4) corresponding to the one-loop tadpole diagrams shown in
Fig. B.12 is

~ 1
(47)2AT,(p) P = A*tr{Vim} + cc.} — dpwtr{Yimempm} + cc.} — §A2tr{pi} +
1 1
+§5Divtr{pimg} + 5 [3/\2(5&5 - (3(5])1\, + Q)M%QB] ((pT{Ta, Tﬁ})z . (B 9

(The couplings p;jx and the scalar fields mass matrix m% are defined in (2.2)).

Diagrams contributing to the (¢A) function are presented in Fig. B.13 (diagrams
B and C have the same value in both regularizations). The corresponding difference
(5.4) reads

ArPAT - = =it (1 S = w2 ) (7T T (Ba0)

1 1 3
Lt ( t Lo~ 1) (Vi Js — Yifigmi + Ymefs — Y7 fiyme).

12 2
Diagrams contributing to the function (¢¢) are shown in Fig. B.14. They give
( ) Arluz (l l) 1B) = 3A2(Ta7;)i1i2 + (B.ll)

| oot [ s {7 7Y, = (75 Th0), (T Tk, ]+

1 3. 32
+12 (35Div + 5 + - 1 In —) (Tan)ilzé +

+ [A2 T2 ( Opiv + 2 + = 5 ln2)]tr[Y“Y;:+cc} +
—5Divtr[(Y mepmpY,, + Y, Yompmp + Y, mipY; mF)+cc} +

11719
1

. , 1
_5)\1'1@'2]'”2 [5J1]2A2 _ 5Div(ms)]192} + §5Divtr(pi1pi2) .
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Contributions to the (p¢p¢) vertex are displayed in Fig. B.15 (only diagrams A, D
and £ are different in AReg and DimReg). Since both regularizations preserve (3.2),
Afgi?s obtained by direct calculation coincides with the result of differentiating
AT, (1, —1)AB) given in (B.11) with respect to the background ¢.

Only diagrams D and [ of Fig. B.16 contribute to the difference

(47)2AT A (p,p )M =i (p'—p™) % (B.12)

) 3 1 3. 3 3
| [5oon -] wlveviioree] - |1+ oo, - w3] (7 7, |

corresponding to the (¢ppA) vertex.

For 1PI functions with two external fermionic lines (recall that we work with
Majorana fermions) we use the matrix notation in which spinor indices are omitted;
we write for example

Ty (P1,12) = [falag(pl,pz,q)} . Tyguli(prpeg) = [falagé(pl,pz,q)} ,

etc. In this notation the diagrams of Fig. B.17 give

(47T)2AF¢®¢(]7, _p)(lB) = Cp {twtﬁ/ + 5 |}Il Z — 6 - 5Div:| Yy y } +

—(3 5Div+2) Ct,?ﬁzpt”%—épiv C’y,ﬁz*pyl (B13)

for the difference (5.4) of the corresponding (1) functions in the two schemes,

~ . 3 K 1 7 *
(47T)2AP¢®@DZ (p1, P2, Q)(lB) =1 C{_i'yutntat +Z (20piv+1) y'tay; v+

1 3 1
+1 (25Div — 1) v”y;‘yjfx” + 5 |:5Div+6:| ’}/Mt,itgenﬁa}. (B14)

for the difference of the (¢ A) vertices (diagrams of Fig. B.18) and

(47)2AT i (p1, pa, ¢) P = C{ —(30pw+2) t2yit"+piv yju;y’ }- (B.15)

for the difference of the (1)¢) vertices (diagrams of Fig. B.19). As expected, (B.15)
is just the derivative of (B.13) w.r.t ¢.

Regularization-dependent contributions to the four-point function (AAAA) are
shown in Fig. B.20. The corresponding difference (5.4) has (for non-anomalous
representations f,) the unambiguous form
(4 )2 ADHkzbsna (], 1o 1,)1B) = (B.16)

arazazay
A2 3 A P[4 o A3 142 B3 o 2 14
=1 n Varazasas 1 n Varasazas + 1 n Vaiasazaus
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where

1
Ve asasas = §{(11+12 Ipiv) tr(€a, €as{€as, €as})—8 (243 dpiv) tr(€a1€a36a2€a4)} +

e Bon = D0 (T Toal (s Teul + Ter, T [T, T +

+2tr (720417;27;37;4)) } +

=2 ot ([ T s o+ [ ol s Foul) +

4
9 tr ({Fars Faof {Fass fas}) + gtr (FonFasfasfas + Fasfarfasfas) s  (B.17)

(notice the symmetrization of the indices ay, ..., a4 in the third line). Divergences
are associated only with the structure constants as expected. In general (i.e. not
assuming (4.10)) the difference (B.16) would contain also terms proportional to the
Levi-Civita tensor €*1*2*3?t which cannot be determined uniquely because of the
ambiguities of the DimReg scheme with the naive +°. Such terms are multiplied by
tensors of the form

Sl o s Fod) + 30T o] {hs o), (B18)

and vanish for a non-anomalous fermionic representation.

tr(qu fazfagfoc4 - CC.) =

Appendix C Chiral anomaly

In this appendix we determine directly the contribution of fermionic loops to the
ST identity (5.38) involving the (AAAA) vertex. We use the notation introduced in
Subsection 5.7 (Egs. (5.36) and (5.37)).

Fermionic loops contribute only to the first three terms of the LHS of the iden-
tity (5.38). Since it potentially can have a true anomaly, it will be instructive to
generalize the regularization (3.3) by not specifying explicitly the profile g(-) of the
function entering the regularization prescription

ket — R (k) =

=0 x kH, g(k) = g(K*/A?), (C.1)
but assuming only that g is an analytic function satisfying the boundary conditions
g(0)=1,  g(z) "="0. (C.2)

We also use the following notation for fermionic propagators (cf. Eq. (3.4)):
(k)= S(k; A)C, (k) = Ah_r)r;o (k). (C.3)
The contribution of fermions to the (AAAA) vertex (diagram G of Fig. B.20) reads

fmmmm (l1> l2> l3> l4|G) = %1222324 = quzlgu + szwa + Gnmzua (0'4)

Q120304
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where
Gryugusug (C.5)

41k
it / g it a2y I (k= Do) by Ir (K =Ly — L) by Pp (K1),

while the analogous contribution to the (pAAA) vertex has the form

fj Zigz;oii (llv l27 l37 l4‘G) = @jmsm + @jmus + @jlslzuv (C6>
with
Gjlzmu (07)
d*k
=1 tl"/W $Y; SN (R)V P by Sn (k= 12) 1l Sp (k= Lo —13) 7" o, S5 (k+1).
T

Finally the diagram G of Fig. B.10 gives

~ d*k
e (Lo, p|G) = itr/W it SN (k)Y 'ty (b — )V taSn(k +p). (C.8)
T
The total contribution of these three functions to the LHS of (5.38) will be
denoted Qyp. To simplify it, we decompose the contribution of (C.4) contracted
with the momentum I{" using the identity

lltOél = {k + ll - mF}tOll + tgl{k - mF} - (7;130)ij> (Cg)

(following from the gauge symmetry of I§7) into three parts. The one that origi-
nates from the last term of (C.9) cancels exactly in Q4 the contribution of (C.6).
Furthermore, after expanding the propagators in the remaining terms of 24p ac-
cording to (3.9) and retaining only those integrals that do not vanish in the limit
A — 0o, “similar” terms! can be combined. As a result of these operations 45 can
be represented in the form

Qur = (XX ies + (XX g0 + (XX s + O(ATY),

(notice some reordering of the symbols 2, as compared to (C.4)!) where the inte-
grands of the integrals

» 4
X{ngu = %tr/(g ]§4i<§”(k)7uztazjﬂ(k—lz)wat%y(k‘—b—l3)7u4{ta4, o, b X
Y

X{g(k+1) =gk +14)} g(k) gk —lo) gk — I — I3),

1Some of these “similarities” become visible only after shifting the integration momentum and
replacing the matrix under the trace by its transposition, with the aid of standard relations

cytC =4, Oy =4°C, CT=CcT'=-C
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and
XU = L k)12, 7 ()t (=l — )¢
2122234 56 [e7Xe 3] tr WZ ( )fy a2 ( - 2)/7 a3 ( 2T 3)7 K X
x{g(k+4) +g(k+ 1) =2} g(k) g(k — 12) g(k — lo — I3).
vanish in the limit A — oo. (The term corresponding to —2 in the curly brackets
of X! originates from the contribution of the (AAA) vertex to the considered ST
identity.) The factors g(k + [) can be now expanded in powers of the external

momentum [. Performing next the integrals over the angular variables one finds
that in the limit A — oo the fermionic contribution can be written in the form

Q4F = QALAF + Q4NF = (A+N>lezlsl4 + (A+N>le4lsl2 + (A_'_N)mzlus + O(A_l) ) (ClO)

in which

1
ﬂ (l3 — lg),, enmaltr(fn{focw ffm}) +

+% (ll - l4)1/ enagagtr(fﬁ{fau fou}) } ’ (Cll)

A — _(50 VHaH A
11121314 (47T)2

is the true anomaly, while

Nzlzgzgm =
- (ij;z % 2_14 {nemer ey R )
{3 a1 0l o) 040 0 e o} e o}
+ (ﬁz X %{—(12 + 20g)! P+ (2 + I5) o — (I — 1)y } X
X o 01 (Felfazs Fasl) - (C.12)

is the cohomologically trivial breaking (the “spurious anomaly”) of the ST identity.
Thus, the complete result for €4z depends (in the A — oo limit) on only two
integrals:

0 0
dt
G=1] dgePy =1 ad  G= [ T~ g0}, (€13
of which only %7, entering the spurious part of the anomaly depends on the shape of
the regularizing function g (%, = In(4/3) for g(z) = exp(x/2), which corresponds to
the prescription (3.1)), while %5, which multiplies the true anomaly, is independent
of the specific shape of g and depends only on the boundary conditions (C.2).

To close the analysis of the anomalies we will argue that in the regularization (3.1)
the ST identity involving the (AAAAA) vertex is free of anomaly, that is that Qsp
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vanishes in the limit A — oo. To this end we first notice that all integrals that enter
in this identity, whose form is analogous to (5.38), are (at worst) logarithmically
divergent. As far as fermionic contributions are concerned relevant are only the
(A®), (A% ¢) and (A*) functions. In the logarithmically divergent contribution (C.4)
to the (A*) function one can make the replacement

Sapi) = (i) (i), (C.14)

because the terms of the integral (C.4) omitted in this way all vanish in the limit
A — co. In the convergent fermionic diagrams contributing to the (A®) and (A%¢)
functions A can be sent to infinity. However, to make the cancellations in the ST
identity manifest, the fermionic contribution to (A°) (contracted with the momen-
tum /") has to be decomposed using (C.9) into a combinations of integrals which
individually are logarithmically divergent. Therefore, before making the decomposi-
tion (C.9), we multiply the unregulated integrands (i.e. the ones in which A has been
sent to infinity) of the fermionic contributions to the (A%) and (A%¢) functions by
the factor g(k)?*, where k is the loop momentum. (Making instead the replacement
(C.14) in the regulated integrands would produce five factors of §.) Performing
next, just as before, appropriate shifts of the integration momentum gives Q5r in
the form of the integral whose integrand is a homogeneous function of fourth degree
in § and vanishes in the limit A — oco. The integral is therefore similar to X! given
above. However, because the present integral is (unlike X’) only logarithmically
divergent when all the § factors are omitted, the momenta ¢; in g(k + ¢;) can give
only a contribution of the order of A=2 x O(AInA) which vanishes in the infinite
cutoff limit. Thus, Q5r indeed vanishes for A — oco. To complete the argument, it
is sufficient to notice that the counterterm (5.40) does not break the considered ST
identity either, because 8’q is an invariant tensor of the Lie algebra.

Appendix D RGE

Here we show that Eq. (7.5) indeed follows from (7.4). To this end we notice that
the functional 72 defined by (7.6) and (7.3) is local and of renormalizable form
when the regularization is neglected. The arguments of Section 3 then ensure that
Feynman diagrams generated by the auxiliary action (® and K stand for all fields
and antifields, respectively)

INM®, Ks g, e, A) = IN®, K5 g, 1, A] — c70 (@, K3 g, 1, Al (D.1)

with the additional “coupling constant” ¢, are convergent. The RGE (7.6) can be
rewritten as
_ _ 0
RIN®, Kig,c,p,A]| _, =0, with R,=R,+ 5% (D.2)
= c
In the following it is convenient to decompose the R,, operator defined in (7.3) (and

analogously R,) in the following way

o

R, =B, — (%?)qu)j'@ :

(D.3)
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B,, contains then only derivatives w.r.t. the parameters (including the antifields):

J

B i3I

9 0
+ 80— -

n =iy, +Big s = (K (D4)

Using Eq. (D.2) and the functional integration by parts one easily checks that the
generating functional

Zul K gy i, A] = / D) T+ (D.5)

satisfies the following RGE:

R ZinlJ, K5 g, ¢, N]| _, = O X Zn[J,K; 9,0, p, Al (D.6)
in which
R =B _|_(‘I’)Zji—B _|_£+(‘I’)Zji (D.7)
n = P T ) s T P T e T ) s T '

Although O is a badly divergent factor
0= Y (Tl % [ A0 0) D)

(upper/lower sign corresponds to bosonic/fermionic ®*), it drops out from the RGE
satisfied by the functional W,, generating connected Green’s functions defined by

iWn[JJC;g,c,u,A] _ Zn[Ja IC) g, ¢, W, A]
Z,[0,K; g, ¢, 11, A

e (D.9)

which satisfies the simple relation
B Wl J, K g, ¢, 1, A }c:() = 0. (D.10)

Passing next to the functional I'A = I'[I2] generating 1PI functions, which is given
as usually by the Legendre transform

TA®, K5 g,c, 1, A) = W T, Ks g,c,m, A — T @F (D.11)
with the source J% determined by the condition

W[, K; g, ¢, i, A

) L oi(z), (D.12)

and using the inverse relations

STN[®, K5 g, ¢, pu, A]
0P (x)

= FJ;" (2), (D.13)
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one finds that

WL, KC; g, ¢, iy A }

R,TM®, K g, ¢, 1, A] = {Ban[J,IC;g,c,u,A] + (”y;f)ijji.

5J; g
— BW, 1K g.c. ,A) . D.14
[ Ksg,eom Al (D.14)
This means that
RHFS[(I),’C;Q,C,M,AHCZO =0. (D15)

Since I' = T[IA] = TA[®,K; g,0, 1, A], (D.15) implies that

_OTM®,Ks g, ¢, 1, A
Oc

R,TA®, K g, 1, A] = : (D.16)

c=0

However, from (D.1) it follows immediately that

OLA®, K g, ¢, i, A
Oc

= -7+ O(h"?). (D.17)
c=0
To see that the quantum correction in (D.17) is indeed of order O(A™"?), it is
sufficient to notice that c-dependent contributions to T'A (except for the tree-level
one, i.e. —c72) are generated only by loop diagrams which contain one or more
—c 7 vertices. Since by the inductive hypothesis 72 = O(h"*1), such diagrams are
necessarily at least of order of O(A"*?). Finally, using (7.7) and the A-independence
of the coefficients in R,, one concludes that Eq. (7.5) indeed follows from (7.4).

Appendix E DimReg-MS beta function S

In this appendix, for the reader’s convenience, we recall in our notation (see Section
2) the Jack-Osborn [42] expressions for the two-loop contributions to the beta func-
tions /3 in the DimReg-MS scheme. We begin, however, with Machacek-Vaughn [43]
formulae for two-loop contributions to the anomalous dimensions 4 of the scalars
and left-chiral Weyl fermions in this scheme in the Landau gauge:

ﬁé) §= {_E trleaes] + D tr[TaTs] + B tl"[fafﬁ]} (TaTﬁ)ij +

1 n 3 « 5 (0% *
F gt S (O] = 5 e {faYyY; + e} +

1
_Z tr{ VY'YV +cc.} — 5 tr{ Y'YV Y, + ce.} (E.1)

25 1 3 3.
36 = {2 trleaeal = J 01T — fafil} £ = 3 (1070~ w97

Lo . 1
LYY= ST, LYY VY
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We have not found in the literature the analogous Landau gauge two-loop contri-
butions to the anomalous dimensions of the vector fields. (Of course, anomalous
dimensions of Abelian gauge fields can be read off from the expression for the beta
function of the corresponding Abelian gauge couplings given below.)

Two-loop contributions to the beta functions of the parameters of the scalar
fields potential can be extracted by taking the appropriate derivatives with respect
to ¢ (to save the space we write M x for Mx(p), and M% for [M%(9)]?) of

NV (p)

Dl + T TT M T Top+

. ) 1 sl
By () = {Wé)(g) — 5 trleaes] T TB} ¢’
J
161 7 8 27
#{ -3 tleatal + § 0T+ 5 ullafil M1 - Tt {cadtienatd ) +
—15[M2V]QB¢TT“TBT“7;¢ — BIMY Jap tr{ MET*T?} — tr{ MET T} +
—3tr{ MET MET,} — Mz]”(skmdl" () Vi () + (E.2)
+OM, 5 tr{F* M fﬁ*./\/lp + ce.} + 2t {f L (MpM) ? 4 ce. b+
— [T‘“T o tr{YV; MpMpMi + cc.} + ME te{ Y MBYI M5 + ce.} +
Y” {MG — M} ]agTatptpTTa} + tr{ Y'Y (MpM7) >4 ce.} +
+2 tr{Y’MFY}MFMFMF + ce.} + tr{YI MuMpY; MpMi + ce.}
where Y defined in (7.41). The above formula is basically the sum of the expres-
sions (3.46) and (3.47) given in [42]. We have however explicitly rewritten the traces
over Dirac’s (or Majorana’s) indices to the traces over the Weyl’s indices, express-
ing (E.2) (and the formulae below) in terms of simpler matrices corresponding to
the Weyl fermions. The second term in the bracket in the first line “correcting”

the anomalous dimension originates from the fact that the contribution to B(‘g)(@
naturally generated by the Feynman rules has the form

1 iy
LT TMT,. Ty Yo = 9 T T MET oo — Stleaesl [TT6] Vi),

(the decomposition follows from the gauge invariance of the tree-level potential V).
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The beta function for the M p(y) matrix reads [42]

. 97 11
fir () = {5 tleaeal + 3 0lTaTi) + S ulffil (Maf*f 40 +
3 a ¢
-5 {Mp (572 +tp.} + 6 [TTap {Yiff"+tp.} — 3 {YeMEY 5af+tp.} +
—5 {Y Fuf MY +tp.} — 3{Y Y Mpfaf*+tp.} +
7 11
5 YVRF Mettp = - {AMEYERFY ot} +
~6 [T TSV Yot tp.} — g (T T { Yy Mp+tp ] + 4YiMGY} +
+3[TTae { [YIV]Yi+tp.] +4Y7Y]Y;} + 2Y IV MpY Y +
o . 1 ; ;
=2V Y MpY]Y; = {YI MY Y Y+ip.} — 3 {Y'YYIYMp+tp.} +

=2V (@) Y'Y 7Y E Y {Yi/\/l*FY] - g [mfj*MFthp.]} +
+r i tleacs] - 1ulTeT] = ulofdl] [T°77),,- 5 (), +
+11—2>\ikln>\jkl" —~ gtr{fo‘faYi*Yj +ee} - %tr{mf;mf; +ce.} +
—% {7V Y, + e} | (E.3)
Finally, those of the gauge couplings read [42, 43]
3t =T 5 {3 [ee?) e [ToT9) 10 a[7°]} rleea] + (E4)

+2tr [TT T Ta] + tr[§7Faf T+ cc.] + % tr[ffaY; Y +cc. } :

Appendix F The Standard Model case

In this Appendix we list the Standard Model two-loop /3 functions in the A-MS
scheme, the two-loop coefficient of quadratic divergence of the scalar fields and the
factors 6 relating renormalized parameters in this scheme to the ones in the DimReg-
MS scheme. We use the notation in which the scalar potential has the form

V(H)=m%H H + M\ (H H)?. (F.1)

The normalization of the H field VEV is such that (H;) = %deig. The tree-level
masses of the (usually most relevant) heavy states read

1 1
M, = %thHa My = §9wUH> Mz = —\/9120 +g§ vy - (F.2)

N | —
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The strong coupling constant g is normalized so that the adjoint representation
generators e, of the SU(3)s group satisfy the relation

tr(ea.es,) = —3920a.p, - (F.3)
All the Yukawa couplings other than g, are neglected.

The beta functions of the gauge couplings are the same in both schemes and
read (see the explanation below (7.38))

19 1
B = =5 % 85 = g9 (729 + 359, + 99, — 9;)
41 1
By =59 B =g (26497 + 81y, +199g7 — 51y7) | (F.4)
1
By =195, B, 505 2 (15642 — 2792 — 11g; + 12y7) .

The one- and two-loop pieces of the beta functions of the A-MS scheme coupling \;
read

9 3 3
Bl = 24A7 = 3\ (395 + g — 4u7) + ggi + 1909, + ggﬁ — 6y,
Bl = =312X7 + A} (3(12 + ¢5) (395 + 9) — 36(4 + ¢5)y7) +
1/3 39
—l—)\l {g <§Cl5 — 73) gi + <Z — 3600) gigzﬂt
1 /3 3
+ﬂ (5010 + 629) gz‘ + (502 — 3)yi+ (F.5)

9 1
+ (8(10 — )9 + 1(10 — )92 + 12(170 — ¢19)g 2) y2} +

1
16 (9(4 — c1)gy, — 6(28 + 01)9395 + (76 — 301)9;1) yr +

8
+ {—8(4 +12¢0) g% + 27cog2, + (co — g)gi} Yt 4 (cs +30)y° +
{3 (1220 + 3cg)go, — (1156 + 3c16) g9, — (2236 — 3c13) g g,+
—(1516 4 3c11)gy }

The one- and two-loop pieces of the beta function of the A-MS scheme mass param-
eter m? are

m3 9 3
ﬁ(l)”/m%{ = 12\ + 6y} — (§gi + 592) ,

192

m?2 3 3 145
5(2)’{/7’”?{ = —60AT + (24 + 5@,) A (392 +97) + <3—2014 - 1—6) gt + (F.6)
15 C17 557
-, 3 277,
2_ [96(10 = ¢6)g5+27(10 = ¢5)g5 +(170 = co)g, ] 47 + | 762 = 57| vi-
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The beta function of the A-MS scheme top quark Yukawa coupling reads

9 9 17
ot = v gt — 802 - 3o - 342}

1 131 ¢
Yyt 2 19
By = W {yt {(36 —4er)gl + 27 — (450 — 9ea1) g2 + (E — %) — 12\ }
19
_12y + ( 5 108) gs + gs (9930 + Egj) + (F.7)

Cop 23 3 2 9 Co2 1187 4 2
+K64 4)gw 1949+ \ 36 + 316 ) 9] TOM -

The coefficients ¢,, appearing in these beta functions read

00:%, c1=1+12In2, 02:7—1-12111%,
c3=2+3In3, ct1=3(1+6In3), cs =3+41In2,
cg=>5+12In2, ¢r=2+3Inig, cs=11+3In2,
and

cg =257In2 —9(19 + 261n 3), cro =145+ 82In 3,

c11 =59+ 373In2 — 181n 3, c12 = 1394+ 69In2 + 54 1n 3,

c13 =13 —=553In2 + 901n 3, c14 = 101 — 2(1011In2 — 106 In 3),
Ci5 = 53 — 2(101 In2 — 106 ll’l?)), Cig — 13In2 —|—63(1 + 11’19),

c17 =193 + 82 ln%, c1g = 103 — 3481n2 + 216 1n 3,
19 =298 +411In2 — 421n 3, c20 =295 — 6(1011In2 — 106 1n 3),
co1 = 26 4+ 31In 18, Cpp = 1931 + 2(23In2 4 181n 3).

Setting them to zero one recovers the beta functions of the DimReg-MS scheme.

The two-loop coefficient in front of the quadratic divergence, normalized as in
Egs. (7.18) and (9.1), has the form

@ = % (=3 (cs — &5 + 6C6 + 2C9) gy + 6c5gwgy (¢s — ¢5 + 10cﬁ)gy) +
—é (96 (¢7 + @s) g2 + 27crgs, + (1727 + 8Cs) g2) y; + 18c1y] +
+ 726\ 1y2 + 3602 ln% — 3\ (395 + 97) (F.8)
where 1
El:E(641n2—|—151n3—251n5—lllnll), (F.9)
Cy = ;( 1—|—91n2—§1n3+2—51n5) (F.10)
53:%7—57411 2+ 41%?1 3—%1@ (F.11)
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29 1901 369 125 847

C4=— — ——In2— —1 —1 —In11 F.12
G T NPT ity oty il (:12)
1 189 45
= — 4 2 2 F.1
Cs 8+ % In 2 161n3, (F.13)
1 1
56:—23—0—%1112—541113—0—251205, (F.14)
13 667 25 187
Cr = —— + — — — —Inl1l F.1
cr 3 + 13 In2+421n3+ 5 Inb5 o Inll, (F.15)
_ 1/ 9
Cs =3 (—Z — 211n2+91n3) : (F.16)
39 9695 81 625 847
gy = 2 22 g 22 . 1
Gy = %6 In2+ 1 In3 o Inb+ o1 In11 (F.17)

Finally, the factors § appearing in the formula (6.3) relating the renormalized
parameters of the A-MS and DimReg-MS schemes read

29 9 47
00 (9) = [Z In2— 3 In3— E] g2, (F.18)
49 371
0%(9) = {E In2—3In3 - @} g, (F.19)
1
07 (9) = —@(887 +9841In2)g;, (F.20)

1 1 32
00 (9) = =3 (2029% + 390 + g,) + S [2 +3In 5] M (362 + ¢2) +

8
9 2
~ |3 +6In2| Ay, (F.21)
2 1 32 3
00y (9) = my {E [2 +31In 5} (392 +97) — 1(3 +41In 2)yf} : (F.22)
4 3 32 7 3. 32
Yt — 2 < 31 279 2 e 2t )
5 3. 16| ,
— |-+ -In— : F.2
2 dnd]e) (F 23
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Appendix G Basic 2-loop integrals

Here we list the nine basic 2-loop integrals to which the genuine 2-loop vacuum
graphs A-J shown in Figure 8.1 (Section 8) regularized using the prescription of
Section 3 can be reduced. We also calculate their divergent parts.

The integrals are

I (my, mg, mg|ny, ng, ng) = (G.1)
(2m)") (2m)" R(K)? —miR(q)* — R(k + Q) m3’
Ty (M, ma|ny, ng, ng) = (G.2)
9 d*k d*q s (k+é1)2 M=z ~ e(m_l)%
= — A
' / (2%)4/ (2n)" RK?Z —m2 R(q)? — m’
Na2A(my, many, g, ms) = (G.3)
/ ik / dlg gt em-DE ) (ko)
o ’l e ,
(2m)*/ (2n)" R(k)? =miR(q)* —m3  k*¢?
MoK (ma, ma|na, ng, ng) = (G.4)
1 k2 1 >
Z»2/ d4k / d4q s (kxg)z em=1) 5z e(ms=1) 1o y k-q
= — _ e —,
(2m)*J (2m) R(k)2 —m2R(q)>—m3 = ¢
1% (my, mg, mg|ny, ng, ng) = (G.5)

./d4k /d4 (-1 =Dy (na- 1) tg)? X
:'l X |
o' @r) R(E)? —mIR(q)? —mER(k+q)2 —m3 ~ (k+q)?

Imt (ml,mg,m3|n1,n2,n3) = (G6)

V)

: / d*k / d* (na=1) 2=y (ng—1) Gta) .
2m)* ) 2n)* R(k)? — mi R(q)? — m3 R(k + )2 —m3 ~ (k+q)%*¢*

Ji (may, ma|ny, ng, ng) = (G.7)
2

2 q
= [ A i L
) em)t) (2n)! R(E)Z—m2R(q)2—m2 k?’
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Jtof\(ml, me|ny, Na, 7’L3) = (G8)
, [k [ d'q (k+g)2 e("l_l)ﬁ ez 1)% 1
=1 e Az ,
/ (27r)4/ (2m)* R(k)?—mi R(q)*—mj k?q*

MtOt (ml,mg nl,ng,ng) = (Gg)

d4k d4 2 ("1—1)% ("3 1)q_2
B _ZQ/ /_q e ! X k-q :
(2m)"J (2m)" R(k)? —miR(q)? —m3 ~ ¢*}?
All these integrals are convergent provided all n;’s in the exponents are nonneg-
ative and at least two of them are strictly positive. The integrals arising in the
decompositions of the genuine 2-loop vacuum diagrams of Figure 8.1 all fulfill these
conditions.

Strictly speaking, only the integrals (G.1)-(G.4) are independent; the remaining
ones are their linear combinations. For instance,

ftOt(mhm%m?,\m,nz,ns = 2 { tOt (m1,ma, m3|ni, na—1,n3—1) +
m3m3
- f\Ot(mlam%0‘7117”2—17”3—1) [tOt(mh07m3|n17n2—1,n3—1)+

+[t0t(m1>0a0|n1>n2_1an3_1) } (GlO)

However, because the integrals on the right hand side of (G.10) have lower values of
n;’s, they can in principle be divergent even if the one on the right hand side is not.
In the case of the diagrams A-J of Figure 8.1 the integrals (G.1)-(G.4) arising on
right hand sides of decompositions analogous to (G.10) have still nonnegative n;’s
but in some cases more than one n; vanishes. The decompositions like (G.10) are
then justified if one makes the replacement

n; — n; + ¢ e, c; >0, e >0,

first. Singularities arising for ¢ — 0 cancel out in the sums like (G.10). Below we
give explicit expressions only for the integrals (G.1)-(G.4).

It is convenient to start with the following auxiliary integral

d*k [ dq 6”1% 6”2%22 e e
HAE[A(m17m27m3|n17n27n3> =1 / / 47.2 2 o p) PR
2m)*) ()t k2 —mi ¢ —m3 (k +q)? —m]
(G.11)
In the Schwinger parametrization I, takes the form
(4m)'Ty = — / AP eCmie—Samie—Samipy, (¢), (G.12)

where (¢; = n;/A?)
Hp(§) = [(§1+€1)(§2+€2)+(§1+€1)(§3+€3)+(52+€2)(§3+€3)]_2
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With the help of the identity

616263:{ 2+Zez}+z 1—e)(1—ej)— H(l—ei),

1,7;1<J 7
I, can be split into several pieces:
Iy =I0 — Y 1Y +19), (G.13)
1,7;1<J
where 3
(47)1dv = — / d3¢ {—2 +) e—ffm?} HA(E), (G.14)
RS i=1

etc. Using the inequalities:

0 < Ha(€) € Hool§) = [G1lo+&&+68] 7,

and 1 — e < 2z/(1 4+ z) (the latter valid for x > 0) it is easy to prove that the

integrals ]1(2 7 and H ®) have finite limits for A — oo. Aiming at computing the

divergent parts of the diagrams A-J in Fig. 8.1 we focus, therefore, on I3 only.
Two out of the three integrals over &; in 14V are elementary. Taking them we get

(A7) Y = —KCa(my|na, 2, n3) — Ka(ma|ng, ny, n3) — Ka(ms|ng, ny, na)
+2 ICA(O|711,7’LQ,713), (G15)
where
Ka(m|ng, no, ng) A2/dt exp(—Smt) fringns (t), Sm = T3 (G.16)
0
with

fmmng (t) = { hl(t +ni + 713) + hl(t +ni + n2) +

(t + n1)2

niNo+ning+non
—ln{t+12 113 23
Na2+ns3

} —ln(ng—i-ng)}. (G.17)

To find the required terms in the expansion of the Laplace transform (G.16) the
Handelsman-Lew theorem [17] can be employed. It gives

Ka(m|ng, ng, ng) = —A?Q(n1, ng, n3) — Lx(mng, ng) + O(A°), (G.18)

where

Q(ny,ng, ng) = {an}ln{z annj} zi: 223:{ - }m ni+n;),

=1 i=1 j=i+1
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and

2 1 2
Zr(m|ng,nz) =m 21y 1 { ln% +v5— 1+ ln(n2+n3)} . (G.19)

Thus, the integral (G.11) has the form

Na, ng) + (GQO)

IA(ml,m2,m3\n1,n2,n3) =

1
(4m)
+.Zp(mq|ng, n3) + Ly (ma|n, ng) + ZLr(ms|n, nz)} + O(A").

Note that the integral I, (0,0, 0|ny, no, n3) is infrared convergent and elementary (in
the Schwinger parametrization):

1
W A2Q(n1, na, n3) .

Combining the above formula with the inequality

]A(07070|n17n27n3) =

—(n—1)k% /A2 —nk% /A2 2 ,—nk%/A?

€ <€ +2m (&
KL e T kL m? A kL

and monotonicity of the first term on the RHS in m, it is easy to show that the
difference between Iy (G.11) and I{* (G.1) is a bounded function of A for A — cc.
Thus, in this limit,

It"t(ml, mg,m3|n1, Nag, n3) = ]A(ml,mg, mg\nl,ng,ng) + O(AO) (G21>

The integral Jy = J(mq, ma|ni, na, n3) defined in (G.2) can be conveniently
calculated as a power series in ns:

(47) T 0 Z Fy(ay, m3)Fy(as,m?), o =n; + ns, (G.22)
s=0
where 1
) T(n+1
fy— " F3) (G.23)
L(n+2)I(5)
and
3 L K2 el R/A? o0
/dkk e = Y "Gl 0), (G.24)
0 n=0
with
s+l e—oxt/A2 A2
_ __—t/A*\n
Gnla,s,x) = /dt AT —i—x)”“(l e )" (G.25)

0

Since Gy = O(A?) and G3 = O(A™*), it is easy to show that the series (G.24) can be
replaced by the sum of its first three terms at most (the remaining terms give to the
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sum (G.22) contributions of order O(A™1)). Tt is also easy to determine with required
accuracy the asymptotic, for A — oo, forms of Gy, G; and Gs (the cases s = 0,
s =1 and s > 2 have to be considered separately). With these approximations the
series (G.22) can be summed. Thus,

Ttot

1 1
T (my, ma|ny, ng, ng) = W 51 { Jy (mf,m§|n1+n3,n2+n3,n3) +

T (3, M3 +ng, my g, ng) L (G.26)

where the divergent part of Ji is

~ A4 n2
TN (1, 2ol g, ng) = —F1n<1 -2 ) + 63 7179 +

3 109
2,2 2 2 2 1
+5A {n3:§1 — (al + )1'1 — 2I1I2 |}1’l + o + lﬂz—; — 1:| } +
;5 oy 2 7
2
+2A2ﬂ{lnx—; — (2+5A+1n2)+1n<1+a1 — E) +
Qg 1% a2
1 + o n§ 0
— Inf1l — ———— O(A"). G.27
@2 n% n( Qg + 1 0 * ( ) ( )

(The dependence on y is spurious - it cancels between logarithms and ). Terms of
order O(A°) can be determined in the same way (with the aid of expansion of the
dilogarithm Liy(z2)).

The remaining two integrals, (G.3) and (G.4), can be calculated in precisely the
same way as Ji:

1 ¢ -~
tot 2 2
_{ 2,A(m17m2‘n1+n37n2+n3,n3) +

Né?{i(mh m2|n17 na, n3) = (47T)4 2'

+N3R (m3, mi[na+ng, ny+ng, ) }, (G.28)

where

VLot (Il $2|O&1 [6%) ng) = A—4 —3n2 + (n2 - 30(10&2) In(1-— n% +
2,A ) ) ) 271% 3 3 10

1 o1 +2  nir? 14+ o x 1,
—§5A{$1 ” — o2 + z129 [In 5 +lnﬁ—1 +Z5Az1x2+

1 1 2
+A2£{1nﬂ— {BQQ ;O” —|—5A+1n2+§] +ln<1+a1—@) +

2y ,U2 3 &)
14+ o 2 n3 0
2ns — 3 1 Inf1l - ——=— O(A”).
+a n (2n5 — 302 (1 + ay)) n( g + 10 +O(A)
and
1 -
M’ (my, ms|ny, ng,ng):WMffjt\ (m?, m3|ny+na, na, n3+ns) (G.29)
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where

Mtot( | ) A4 2 + 1 1 n% +
Xr1,T3|C1,No, X = — n Qg 1N —
1,A\ 41, L300, T2, (A3 o ng 2 143 0
3
(%) apag
+5A 604‘;’053 {3213‘%0(? + 321715(331 i o -+ x§a3(2n§ — 30[1(2 + Oég))} +

2

x
t 302 53 {2 z3ny In ,u_z —2n3a (1342100 +23003) —N9T3(3+20, +1n4)+
201
4 n3 2 2 n3
+2x3n, 1n<1+a3——) —2x30(14+a3) ln<1—7) +
a1 a1 tajas

2
Fzi0? (n2 — as (1+ 1<1—L)}+0A0.
e (n2 as ( al))n po—— (A”)
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