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We investigate the nonequilibrium dynamics of competing coexisting superconducting (SC) and

charge-density wave (CDW) orders in an attractive Hubbard model. A time-periodic laser field A(t)

-,

lifts the SC-CDW degeneracy, since the CDW couples linearly to the field (A), whereas SC couples
in second order (/Yz) due to gauge invariance. This leads to a striking resonance: When the photon
energy is red-detuned compared to the equilibrium single-particle energy gap, CDW is enhanced
and SC is suppressed, while this behavior is reversed for blue detuning. Both orders oscillate with
an emergent slow frequency, which is controlled by the small amplitude of a third induced order,
namely 7 pairing, given by the commutator of the two primary orders. The induced n pairing is
shown to control the enhancement and suppression of the dominant orders. Finally, we demonstrate
that light-induced superconductivity is possible starting from a predominantly CDW initial state.

The nonequilibrium dynamics of solids stimulated by
pump laser pulses and subsequently probed by wvari-
ous time-resolved spectroscopies has recently attracted
lots of attention'?. In particular, nonequilibrium sys-
tems can host new states of matter that are not ther-
mally accessible. Notable examples include nonthermal
switching to hidden phases involving charge-density wave
order® and Floquet-engineering of periodically driven
band structures*. In particular, the prospect of con-
trolling, enhancing, or possibly even inducing supercon-
ductivity (SC) with tailored light pulses®? is tantaliz-
ing. Among the suggested mechanisms for light-induced
superconductivity is the suppression of a competing or-
der, such as a charge-density wave (CDW), in favor of
superconductivity®”®1%, The dynamics of ordered states
with more than one order parameter were investigated
theoretically previously' !¢ in different contexts.

Here we study a generic minimal model for competing
SC and CDW orders with a focus on dynamically enhanc-
ing specifically one order by a tailored excitation. We
consider the attractive Hubbard model on a 2D square
lattice at half-filling, at which SC and CDW are degen-
erate due to SO(4) symmetry'®. The system is driven
out of equilibrium by a classical homogeneous, time-
dependent laser field that is included via Peierls substi-
tution. The same form of driving via a classical field was
used to predict a ‘Higgs’ SC amplitude mode!'6'8, which
was shown to be excited resonantly by THz pumping!?-2°
and even nonresonantly by infrared pumping?!. We use a
mean-field approximation which takes into account both
SC and CDW, and additionally n pairing, i.e. finite-
momentum pairing at the CDW ordering wave vector??.
This assures that the SO(4) symmetry is preserved. The
ensuing nonlinear coupled differential equations with a
self-consistency condition are solved numerically, start-
ing from a coexisting state with equal SC and CDW at

equilibrium or a predominant CDW state, respectively.
We find a resonance effect when the photon frequency
w is of the order of the single-particle energy gap 24A,.
CDW is favored for red detuning (w < 2Ag), while blue
detuning (w > 24) favors SC. Importantly, a finite ex-
pectation value of 7 pairing is found to be induced and
to control the SC and CDW dynamics.

We investigate the fermionic 2D square-lattice attrac-
tive Hubbard model at half-filling,

H= Z €Ny, + Uznnnu (1)

ko

with  single-particle energy  dispersion e =
—2J(cos(ky) + cos(ky)). Here J is the nearest-neighbor
hopping, k = (kq, ky) € (—m,m] x (—m, w] are dimension-
less momenta, ny_ = ctgcﬁa is the number operator with

ko k
fermionic annihilation (creation) operators cga), and U

is the onsite interaction. We choose J = 0.25 eV and
the attraction U = —0.2188 eV. The interaction term is
mean-field decoupled focusing on the relevant SC, CDW,
and 7 pairing instabilities for U < 0 at half-filling,
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(m,7) is the CDW ordering wave vector. A very simi-
lar model was investigated to identify Raman signatures
of the Higgs mode in systems with coexisting SC and
CDW orders?®. We note that the inclusion of 1 pairing
is necessary to close the SO(4) algebra. More gener-
ally, a third order is induced whenever there is a dynam-
ical competition between two non-commuting orders, as
noted in Ref. 24. The system is driven out of equilibrium
by a time-dependent laser field A(t), measured in the
same dimensionless units as the momenta, with electric
field E(t) = —0,A(t), included via Peierls substitution
€ — €p_x-
The Heisenberg equations of motion (EOMs) for the
momentum expectation values are found as

with spinors \IJTE =(c
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where we suppress time arguments for brevity, set & = 1,
and nj = % U<CTEUCEU> is the momentum occupation per
spin. These equations are solved on a grid with 120 X
120 momentum points using time-ordered exponentials
with a fourth-order commutator-free scheme?, and in-
dependently checked with fourth-order Runge-Kutta in-
tegration, together with instantaneous self-consistency
conditions for the A’s according to Eq. (2). Conver-
gence in the time step size was checked; for the for-
mer a time step of 0.1 h/eV = 0.066 fs was found
to be sufficient. The EOMs in Eq. (4) are initialized
with equilibrium self-consistent solutions, which for our
choice of parameters at zero temperature are given by

Ay = \/A%qo +A2CDW,0 = 0.01 eV. The equilibrium
single-particle energy gap is 2Ag. The n pairing is ini-
tially zero, A, = 0.

Importantly the laser field breaks the degeneracy be-
tween SC and CDW, as can be seen by expanding the

field-dependent terms on the right-hand sides of Eq. (4)
in a small A. For the CDW one has 2 5= 26,3—217,;@—!—
O(A?), with band velocity Uy = Oge. By contrast, for
the SC one obtains €;;_ 7 + €5, 1 = 2¢; + O(A?), which
does not contain a linear term in the field'”. This dif-
ference is due to the fact that photons directly couple to
the charge modulation of the CDW, whereas such a linear
coupling is forbidden for the SC due to gauge invariance.

In the following, we choose a linearly polarized con-
tinuous wave laser excitation with A, (t) = A,(t) =
Apax sin(wt), with a fixed small amplitude Apax =
5 x 107° in dimensionless units, which corresponds to
a peak electric field strength Epay[V/A] = V2 x wleV] x
Amax/a[m7 where a is the lattice constant. For ex-
ample, a = 2 A and w = 0.01 eV implies Fpax =
3.5x1077V/A =35 V/cm.
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FIG. 1. Laser-controlled order. (a) Asc(t) and Acpw (),
and total half-gap /A2, (t) + AZ (1), for a driving field
with w = 19 meV (red-detuned from 2 Ag). (b) The corre-
sponding A, (t). (c) Depiction of the dynamics in the Agc-
Acpw plane with enhanced CDW. (d), (e), (f) The same for
a driving field with w = 21 meV (blue-detuned from 2 Ag)
with enhanced SC. In all cases, dashed colored lines show the
respective time averages.

We first choose an initial state with Agco =
Acpwo = Ao/ V2 and vary the driving frequency w
at fixed Apax. The most striking effect is found near
w = 2Ag = 20 meV, see Fig. 1, which is different from
the Anderson pseudospin resonance at 2w = 24 for the
SC-only case!”. For red detuning, w < 2A¢, we find an



enhancement of time-averaged CDW and a suppression of
time-averaged SC. The time-dependent order parameters
show regular oscillations (Fig. 1(a)). At the same time, a
nonzero A, is induced (Fig. 1(b)) and found to oscillate
around zero. A, is imaginary in the gauge where Agc
and Agpw are real. For our choice of parameters, A,
is three orders of magnitude smaller than the other or-
der parameters, yet plays a crucial role for the competing
order dynamics.

First, we observe that a very slow time scale emerges
for the entire order parameter dynamics. A, oscillates at
the same frequency wgow as the slowly oscillating Agc.
Note that 2Aq corresponds to an oscillation period of
0.03 ps, whereas wgjow corresponds to a much longer one
of 70 ps. The oscillation frequency of the light-enhanced
order is 2wgiow-

We find that the total half-gap /A% () + AZ ()
remains almost constant = Ay over time (see
Fig. 1(a),(d)), with relative deviations of order 10=%
for our choice of driving field. This approximate con-
servation law then simply explains the frequency dou-
bling for the enhanced order by a composite vector
order parameter of fixed length that oscillates in the
Asc-Acpw plane, see Fig. 1(c). Obviously, if for
example Ago(t) = % cos(wslowt), then Acpw(t) =

Ap \/% — % cos(2wglowt)-

In the next step, we increase the laser frequency to
the blue-detuned case, w > 24Ay. Here we find the
exact opposite behavior than for the red-detuned case:
Agc is enhanced and Agpyw is suppressed (Fig. 1(d)).
Simultaneously, ImA,, reverses its sign (Fig. 1(e)) and
is initially positive, coinciding with the enhancement of
Agc (Fig. 1(f)), whereas the initally negative ImA,, in
Fig. 1(b) coincided with CDW enhancement for the red-
detuned case.
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FIG. 2. Nonequilibrium orders controlled by gap res-
onance. Oscillation frequency wsiow (black circles), obtained
from the time-dependent A’s, as well as amplitude Ay max of
the time-dependent A,, plotted as a function of the driving
frequency w. The red vertical line indicates the w = 2Ag
resonance.

Having noted the important role of n pairing, we now

turn to the systematics of the nonequilibrium dynam-
ics as a function of the driving frequency w. First we
notice that in the range of frequencies below and above
the 2A( resonance shown in Fig. 2, Acpw is always en-
hanced below the resonance and Agc is enhanced above
the resonance. To understand the origin of the very small
energy scale setting the oscillation frequencies, we show
in Fig. 2 the dependence of the observed oscillation fre-
quency wslow and of the amplitude A, 1.« of the 7 pairing
oscillations on the driving frequency. Empirically we find
aratio Ay max/wslow = 2.44 £ 0.02 independent of driving
frequency for the data points in Fig. 225, with strongly
increased values when approaching the resonance?’. It is
evident that the induced 7 pairing not only determines
via its sign the enhancement or suppression of SC, but at
the same time sets the slow oscillation frequency of the
other order parameters.

The central result of this work is the possibility to en-
hance either SC or CDW order above and below the 24
resonance. Which of the orders is enhanced depends on
the initial sign of the imaginary part of A,, indepen-
dent of the exact choice of parameters. In order to gain
some analytical understanding of the change in enhance-
ment and suppression above and below the resonance, we
take a closer look at the early-time dynamics by keeping
the A’s on the right-hand side of the EOMs fixed, us-
ing Asc = Acpw = Ao/V/2, and linearizing in the field
A(t). This amounts to solving the equations

A A
iOhong = — 7%60‘,; — )+ 7;5@; ~95)

_ A A
00 f7 27%5(1 —(ngp+n_p)+ 7%(77;; +51G)s
A R
10109z 77%6(7”; — nE+Q) — 2¢;6g; + QUEAQE,O
AN
+ ﬁ(nk - ];+Q)u
. A A x
10y, 27%5(f,; + fiea) — 7%5(9_;; +97), (5)
where 9o = f\fg—%g, E; = 1/e%qLA(z), and 0fz(t) =

Ji(t) — fz(0) etc. These equations can be solved via
Laplace transforms and in particular yield for the induced
7 pairing to lowest order
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nE,l(t) = _AE,OAOQE,O

with AE,O = Anax (vE,x + vE,y). The vanishing imaginary
part of ;: | together with the odd-in-momentum real part
due to A_p, = —Ag, implies that A, (¢) = 0. How-
ever, if we use 7);: ; as a seed for the next iteration, focus-
ing on the next order in the field of the imaginary part



of n pairing, we find

¢
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k
where we isolate the first term, which grows linearly in
time. The remaining terms 7z, . (f) oscillate with fre-
quency w and time-average to zero.

Noting that the dominant contribution comes from
near the Fermi level, where ¢z = 0 and E}j; = Ay, this
result explains the w = 24, resonance and shows how
the laser frequency controls the initial sign of the in-
duced A,. Importantly, below the resonance Im i .2 is
positive, hence A, is negative, with a sign change when
going above resonance, as observed in the numerics. To-
gether with the correlation between this sign and the
respective upturn or downturn of Agc and Acpw (see
Fig. 1), the laser control of SC and CDW orders is thus
understood as a consequence of the linear-in-the field cou-
pling of charge-modulated orders versus the quadratic-
in-the-field coupling of the superconducting condensate,
together with the way SC and CDW orders couple to
pairing in Eq. 4. Notice that this coupling is generic: 7
pairing is given by the commutator between the SC and
CDW operators, whose expectation values determine the
gap values according to Eq. 2. Therefore the mathemati-
cal structure enabling the induced 7 pairing to control the
enhancement and suppression of SC and CDW appears
naturally for competing orders.
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FIG. 3. Light-induced superconductivity. (a) Asc(t)
and Acpw (t) for a driving field with w = 21 meV and Amax =
5 x 1075, starting from an initial state with mostly CDW
order. (b) The corresponding A, (¢). (c), (d) The same for
Amax = 10 x 1077, (e), (f) The same for Amax = 20 X 107°.
Dashed black line indicates the total half-gap.

Finally, we turn to the question as to whether this
mechanism can also explain light-induced superconduc-

tivity when starting from an initial state with predom-
inant CDW order. To this end, we investigate the case

. . o . A
in which we choose an initial solution with % =99.

This ratio is chosen to provide a seed for Age Which is
needed in a mean-field treatment to obtain a nonzero
Agsc. We show the dynamics for blue-detuned driv-
ing fields with three different maximal field strengths
in Fig. 3. Apparently it is possible to light-induce SC
starting from a state which has predominant CDW or-
der. The approximate conservation of the total gap is
still observed. Thus in all cases the maximal SC order
reached corresponds to the initial CDW order. At small
field strength, a regular oscillation is found for the con-
sidered times, whereas at larger driving fields the sign of
the SC order can change and regular oscillations are only
seen in certain time windows. The regular oscillations
behave very similarly to the previously considered case
of a balanced initial order. In particular, a finite value
of ImA,, is again induced. Its oscillation frequency cor-
responds to the one of the CDW order, and the induced
SC order has twice this frequency. As in the case of the
initially balanced order, the slow oscillation frequency in
the regular part of the oscillations corresponds again to
the amplitude of the induced 7 pairing. The time on
which the initial switching from CDW to SC happens,
i.e. the time for SC to reach its first maximum, scales ap-
proximately linearly with the field strength A .x. This
can be seen from Fig. 3 by noting that the first maximum
of Agc is reached in half the time when A, is doubled,
as is the amplitude of 7 pairing. Notice that this observa-
tion is again consistent with the fact that the oscillation
frequency scales linearly with the induced 7 pairing.

In conclusion, we solved a minimal model of competing
coexisting orders in the time domain. A continuous-wave
laser tuned to frequencies near the 24, resonance was
shown to control the orders in real time on picosecond
time scales for extremely small laser intensities. This low-
field stimulation of coexisting orders apparently requires
a symmetry between these orders, in this case SO(4)
symmetry, leading to a perfect ground-state degeneracy
and the existence of a long-wavelength Goldstone mode
that corresponds to a rotation of the general vector order
parameter. If this degeneracy did not exist, it would cost
a finite amount of excitation energy to rotate from one
state to the other. Importantly, SO(4) symmetry is an
exact symmetry of the studied model and not an artefact
of the employed mean-field approximation.

Competing superconductivity and density-wave orders
appear in a host of materials ranging from cuprates?® 32
via Fe-based superconductors®*3* to 2H-NbSey3% 37 or
bismuthates?®3?. Also correlated heterostructures pro-
vide an additional playground for competing CDW and
SC orders*’. Future theoretical work should address sit-
uations with only nearly degenerate competing orders.
Additionally, the role of dissipation for competing or-
ders out of equilibrium, which was suggested to also play
a role for light-enhanced superconductivity in Ref. 41,
should be studied.
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