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Abstract A new measure of subseasonal variability is introduced that provides a scale-dependent
estimation of vertically and meridionally integrated atmospheric variability in terms of the normal modes of
linearized primitive equations. Applied to the ERA-Interim data, the new measure shows that subseasonal
variability decreases for larger zonal wave numbers. Most of variability is due to balanced (Rossby mode)
dynamics but the portion associated with the inertio-gravity (IG) modes increases as the scale reduces.
Time series of globally integrated variability anomalies in ERA-Interim show an increase in variability after
year 2000. In recent years the anomalies have been about 2% above the 1981–2010 average. The relative
increase in variability projecting on the IG modes is larger and more persistent than for the Rossby modes.
Although the IG part is a small component of the subseasonal variability, it is an important effect likely
reflecting the observed increase in the tropical precipitation variability.

Plain Language Summary The multiaspect nature of atmospheric variability has traditionally
been approached by analyzing selected spatiotemporal components of circulation variability. For example,
estimating trends in extreme events often rely on surface temperature and precipitation data that can be
validated with long observation records. Trends in circulation need to be analyzed using global gridded
three-dimensional data which are provided by reanalyses. This article provides the first quantification
of global subseasonal variability using reanalysis data. A new measure, named subseasonal variability
integral, spatially integrates variability in surface pressure and variability in winds and geopotential height
(i.e., temperature) on levels in the troposphere and stratosphere. The subseasonal variability integral is
applied to the ERA-Interim reanalyses. Results show that estimated subseasonal variability has on average
increased for about 2% in recent years relative to 1981–2010. A larger and more persistent increase is found
in the inertio-gravity modes which are to a large extent associated with tropical unbalanced circulation.
This likely reflects previously reported increase in latent heat in ERA-Interim and the observed increase in
precipitation variability.

1. Introduction

Recent years have seen a number of extreme events on subseasonal time scales (Academies National, 2016).
Estimates of the trends in extreme events often rely on 2-m temperature and precipitation data in reanaly-
ses and climate model simulations that can be validated with long observation records. Trends in circulation
are more difficult to validate (Shepherd, 2014) and the results may be inconclusive (Knutti & Sedlacek, 2013).
Simmons et al. (2014, 2017) estimated low-frequency variability and trends in temperature data in interim
reanalysis data of the European Centre for Medium-Range Weather Forecasts (ECMWF; ERA-Interim, Dee et al.,
2011) and compared it with observations and other reanalysis products. They showed a good agreement
between ERA-Interim and temperature measurements at surface, by radiosondes and by adjusted satellite
brightness temperatures. Temperature variations in the tropical upper troposphere were shown to corre-
late well with those at the surface, but their amplitude is more than doubled, in agreement with modeling
(Simmons et al., 2014).

Another metric of global change evaluated in Simmons et al. (2017) was monthly anomalies in atmospheric
energy relative to 1981–2010. The energy metric reflects not only surface temperature but also the upper-air
temperature and moisture content. This is particularly suitable for the Tropics, where the thermal signal has
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greater vertical penetration and latent energy is a larger factor. Simmons et al. (2017) showed that total
energy and its dominant thermal and latent energy components in ERA-Interim during the period since 1980
have varied in concert with surface temperature anomalies although with different amplitudes depending on
season and low-frequency variability.

Here we ask the following question: how the reported changes in global temperature and energy influence
global subseasonal variability? As today, there is no a standard method which would quantify the amount
of global subseasonal variability. Its multiaspect nature is approached by analyzing selected spatiotemporal
components known as preferred variability patterns (Cubasch et al., 2013). Precipitation variability has been
investigated by analyzing frequency of events with certain amplitudes in different regions. White et al. (2017)
showed that the number of precipitation events lasting 1–5 days in the 40∘S–40∘N spatial average signifi-
cantly increased after 2000 in both ERA-Interim and Tropical Rainfall Measuring Mission observations. Their
results are consistent with an independent estimate of increased frequency of mesoscale organized deep
convection by Tan et al. (2015). Changes in precipitation and convection imply changes in latent heat release,
a fundamental source of dynamical perturbations, especially in the tropics where the equatorial planetary
waves and inertia gravity waves are large contributors to atmospheric subseasonal variability (e.g., Alexander
et al., 2017; Grise & Thompson, 2012; Kasahara, 1984). As the observed trends in precipitation variability are
in accord with the trend in atmospheric energy components reported in Simmons et al. (2017), it is natural to
investigate whether changes in global dynamic variability can be detected in the reanalysis data.

The presented novel method provides scale-dependent estimates of subseasonal variability in horizontal
winds and in a geopotential height variable and is particularly suited for reanalyses and climate models. The
new measure is applied to the ERA-Interim data used by the above mentioned studies. Results indicate an
increase in the global subseasonal variability in ERA-Interim reanalyses after 2000 relative to 1981–2010 that
can be coupled to the observed precipitation changes, and to the latent energy and surface temperature
changes in the reanalysis, but that also calls for a comparison with other reanalysis data sets.

2. Data and Method

Subseasonal variability is defined as the standard deviation of daily values from the seasonal mean. For exam-
ple, for zonal wind at location (𝜆, 𝜑, p), subseasonal variability denoted Su is the square root of subseasonal
variance S2

u given by

S2
u = 1

N − 1

N∑
t=1

(
u(t) − u

)2
, (1)

where u is the time-averaged (seasonal mean) zonal wind at longitude 𝜆 and latitude 𝜑 and pressure level p.
The number of elements in the summation, N, is equal 90, 91, or 92 days depending on season.

In this section and in the supporting information (SI) we introduce the scale-dependent subseasonal vari-
ability integral (SSVIk) as the square root of the vertically and meridionally integrated variance in winds,
temperature, and surface pressure fields on terrain-following levels. With the variance integration along the
three spatial directions, SSVI denotes the globally integrated subseasonal variability.

2.1. Scale-dependent Subseasonal Variability
For the scale-dependent analysis, the circulation is decomposed by horizontal and vertical scales using
the normal-mode function (NMF) expansion (Kasahara & Puri, 1981). The NMF decomposition has been
extensively applied for the initialization of weather prediction models (Daley, 1991) but also for studies
of atmospheric energetics and variability (e.g., Blaauw & Žagar, 2018; Castanheira et al., 2002; Tanaka &
Kung, 1988; Žagar et al., 2009). It applies the Hough harmonics for the multivariate representation of the
horizontal winds and geopotential height on terrain-following levels after the vertical decomposition. Exam-
ples of real-time outputs from the NMF expansion of the deterministic ECMWF forecasts are available at
http://modes.fmf.uni-lj.si. The method description is provided in SI and a more detailed presentation can be
found in Žagar et al. (2015) and references therein.

The results of the global data expansion in terms of 3-D orthogonal NMFs are time series of the Hough expan-
sion coefficients 𝜒𝜈(t) = 𝜒k

n (m; t) which simultaneously represent wind and geopotential height fields. The
latter is a transformed geopotential height variable which consists of hydrostatic geopotential height and
a surface pressure term as defined in SI. The three-component index 𝜈 = (k, n,m) of 𝜒𝜈 consists of indices
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for the zonal wave number (k), the meridional mode index (n), and the vertical mode index (m). The merid-
ional index n denotes both the Rossby modes (quasi-geostrophic or balanced) and eastward-propagating and
westward-propagating inertio-gravity (IG) modes (or unbalanced modes). The large-scale seasonally varying
circulation features which project on the IG modes include the Hadley and Walker circulation in the tropics
and midlatitude features such as the gradient wind balanced flow within the stratospheric polar vortex and
stationary orographic waves due to large-scale orography of Antarctica and Greenland (Žagar et al., 2017).
The projection of daily data spanning 35 years results in 𝜒𝜈(t) series of independently analyzed time instants.
The three-dimensional orthogonality of NMFs provides conditions for statistics in modal space on coefficients
𝜒𝜈(t).

The subseasonal variance for a single mode 𝜈 is denoted V2
𝜈

and it is computed as

V2
𝜈
= 1

N − 1

N∑
t=1

gDm

(
𝜒𝜈(t) − 𝜒𝜈

) (
𝜒𝜈(t) − 𝜒𝜈

)∗
. (2)

Subseasonal variability for a single mode is thus V𝜈 = Vk
n(m). In equation (2) g is gravity and Dm is the equiv-

alent depth, a parameter which couples horizontal motions with vertical modes (details in SI). The conjugate
transpose is denoted ∗. The seasonal mean 𝜒𝜈 is computed as 𝜒𝜈 = 1∕N

∑N
t=1 𝜒𝜈(t), with N the number of

days per season. The subseasonal variance defined by equation (2) is about twice the value of transient energy
defined as the difference between the energy of the time mean component 𝜒𝜈 and the time mean of energy.
The proof is in SI. Some properties of the stationary and transient components of the global energy on inter-
annual time scales using the NMF approach were discussed by Tanaka and Kung (1988) and Castanheira et al.
(2002).

The vertically and horizontally integrated subseasonal variance defined by equation (2) is equivalent to the
globally integrated variance in physical space Sdyn, after the vertical projection:

∑
k

∑
n

∑
m

[
Vk

n(m)
]2 =

∑
i

∑
j

∑
m

S2
dyn(𝜆i, 𝜑j,m) . (3)

Here variance in physical space at point (𝜆i, 𝜑j,m), S2
dyn is defined as

S2
dyn(𝜆i, 𝜑j,m) = S2

m(u) + S2
m(v) +

g
Dm

S2
m(h) . (4)

The three elements of the summation (4), S2
m(u), S2

m(v), and S2
m(h), denote variances of the wind compo-

nents and transformed geopotential height variable, respectively, each computed by (1). The summation (4)
in physical space with respect to the zonal index i and meridional index j takes place on the horizontal regular
Gaussian grid of the mth shallow-water layer after the vertical transform. The units of Vk

n(m) and Sdyn(𝜆i, 𝜑j,m)
are meters per second. The proof of (3) is provided in SI.

For every analyzed season, we compute the global SSVI as the square root of the globally integrated variance:

SSVI =

√√√√ck

K∑
k=0

R∑
n=1

M∑
m=1

[
Vk

n(m)
]2
, (5)

where ck = 2 for k > 0 and ck = 1 for k = 0 as we present SSVI only for k > 0. Within the truncation limits
M, R, and K of the projection, this equation integrates variances in the two horizontal wind components and
hydrostatic geopotential height on the selected terrain-following levels and variance in the surface pressure
field. With a focus on variability distribution as a function of the zonal wave number, we define the zonal
spectrum of subseasonal variability, SSVIk , as

SSVIk =

√√√√ck

R∑
n=1

M∑
m=1

[
Vk

n(m)
]2
. (6)

The SSVI computation is then [SSVI]2 =
∑K

k=0

[
SSVIk

]2
. Notice that variances in equations (2)–(4) and SSVIs in

(5)–(6) are time dependent values but we dropped the time index. Notice also that no filtering is performed
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Figure 1. Distribution of average subseasonal variability defined by equation (6) in ERA-Interim 43-level data for
1981–2010 period as a function of the zonal wave number. (a) Variability SSVIk in four seasons for zonal wave numbers k

= 0–15, (b) portion of variability associated with Rossby modes in each wave numbers, SSVIk
R
∕SSVIk , for k = 0–100,

(c) portion of variability associated with the EIG modes in total IG variability in each zonal wave number,

SSVIk
EIG

∕SSVIk
IG

, and (d) full lines: cumulative variance in percentages of the total variance in wave numbers k = 0–100
(black line) and percentage of variance in Rossby (red) and IG (blue) modes in each zonal wave number. Dashed lines
show the same quantities but for variability. See text for further details. MAM = March-April-May; JJA =
June-July-August; SON = September-October-November; DJF = December-January-February; SSVI = subseasonal
variability integral; IG = inertio-gravity; EIG = easterly-propagating IG.

on the 𝜒𝜈(t) time series before the variance computation; that is, 𝜒𝜈(t) coefficients contain spatiotemporal
variability on all scales represented by ERA-Interim data.

Dynamical aspects of subseasonal variability are discussed by separating contributions from the Rossby and IG
components. As variances in various modes are additive, for each k we can write

[
SSVIk

]2 =
[

SSVIR
k

]2+
[

SSVIIG
k

]2
,

where the two components denote the subseasonal zonal variance spectra of the Rossby modes and the IG
modes, respectively. The associated variability spectra are their square roots, SSVIR

k and SSVIIG
k , respectively. The

IG variance can be further separated in variances associated with the eastward- and westward-propagating
modes, denoted by EIG and WIG, respectively:

[
SSVIIG

k

]2 =
[

SSVIEIG
k

]2 +
[

SSVIWIG
k

]2
. The same applies for the

global variability integral SSVI, [SSVI]2 =
[

SSVIR
]2 +

[
SSVIIG

]2
. The mean global variability and variability in
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Figure 2. Time series of globally integrated subseasonal variability anomalies relative to 1981–2010 in ERA-Interim
reanalysis based on 43 levels between the surface and 0.5 hPa. Anomalies for each season are computed with respect to
the 30-year seasonal mean. Blue and black curves denote 4-point and 16-point running mean (4 and 16 subsequent
seasons), respectively. SSVI = subseasonal variability integral.

wave number k are denoted by SSVI and SSVIk , respectively, and are computed by averaging the variance over
the time period before taking the square root.

2.2. Data
The reanalysis data set ERA-Interim is available on 60 hybrid 𝜎 − p vertical levels once per day at 12 UTC dur-
ing 35-year period from 1980 to 2014. The reanalysis description is available in Dee et al. (2011) and its basic
properties are contrasted to other main reanalyses in Fujiwara et al. (2017). ERA-Interim applies specified sea
surface temperatures, sea-ice concentrations, and climatological aerosol fields which have seasonal variations
but no longer-term variations of volcanic or other origin. It takes into account increasing level of greenhouse
gas concentrations such as CO2 and CH4 (Fujiwara et al., 2017). Low-frequency variability and trends enter
reanalysis through the assimilated observations and through variations in sea surface temperature and sea-ice
concentration. This information appears to be damped to only a rather small extent by the absence of inter-
annual and longer-term changes in radiatively active constituents in the background model (Simmons et al.,
2014).

For the NMF projection, winds and hydrostatic geopotential fields were interpolated from the hybrid levels to
43 terrain-following 𝜎 levels. Their uneven distribution includes 7 levels below 800 hPa, 6 levels between 800
and 500 hPa, 13 levels above 500 hPa up to 100 hPa, 9 levels between 100 and 10 hPa, and the last 8 levels are
above 10 hPa up to about 0.5 hPa. The horizontal grid is a regular Gaussian grid including 256 × 128 points in
the zonal and meridional directions, respectively. By applying the horizontal truncation of K = 100 we resolve
waves with the horizontal scales down to 200 km at the equator and around 150 km in the midlatitudes.
The applied vertical and meridional truncations are M = 27 and R = 150, respectively; the latter means
50 meridional modes for each among the Rossby, EIG, and WIG waves. The vertical truncation was chosen
based on the value of Dm as increasingly smaller equivalent depths implies a stronger trapping of the Hough
harmonics near the equator and no improvement in data representation outside the tropics is possible by
larger M. As discussed by Žagar et al. (2015) and references therein, the applied truncations and the solution
method for the NMFs imply that the lower troposphere and high latitudes were not 100% represented by
the projection. This does not represent a significant uncertainty since we focus on large scales with most of
circulation variability.

The input data once per day provide time series of complex coefficients𝜒𝜈(t). Seasonal means𝜒𝜈 are obtained
as averages over March-April-May (MAM), June-July-August (JJA), September-October-November (SON), and
December-January-February (DJF) seasons. Modal variance V2

𝜈
is computed using (2) as the mean square devi-

ation of daily values from seasonal means. The total length of the subseasonal variability time series, which
starts with MAM season in 1980, is 139 seasons. A reference 30-year climatology is computed by averaging
each season over the period 1981–2010 as in Simmons et al. (2014).

ŽAGAR ET AL. 13,003
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Figure 3. Global subseasonal variability anomalies in ERA-Interim reanalyses relative to 1981–2010 mean for each
season. Variability is shown in percentages of seasonal mean, 100%

(
SSVI − SSVI

)
∕SSVI. MAM = March-April-May; JJA =

June-July-August; SON = September-October-November; DJF = December-January-February.

3. Results
3.1. Spectrum of the Mean Subseasonal Variability
The spectrum of average subseasonal variability SSVIk for the 1981–2010 period is presented in Figure 1 for
four seasons. This climatological spectrum encompassing both the troposphere and stratosphere quantifies
meridionally and vertically integrated variability as explained in section 2.1. It shows that the subseasonal
variability is largest in the zonal mean state (k = 0) which also shows a seasonal cycle (Figure 1a). About 15%
of the zonally integrated variability is at k = 0 (SSVIk=0∕

∑
k SSVIk), which is an average between 18% in MAM

and SON and 11–12% in JJA and DJF seasons. This corresponds to around 38% of the subseasonal variance in
k = 0 (Figure 1d). The seasonal cycle in k = 0 is probably related to the polar vortex dynamics on subseasonal
time scales.

For k > 0, variability decreases with the zonal scale as well as differences between seasons. Among the seasons,
DJF has the largest variability in all wave numbers > 0. For k ≥ 3, the difference among seasons is small
although JJA systematically appears as the season with the smallest variability. The cumulative SSVIk curve in
Figure 1d shows that around 40% of the globally integrated subseasonal variability is at scales k = 0–3 and
around 70% at scales k = 0–10. Only about 25% of SSVIk resides at smaller scales with k ≥ 14 (around 1,000 km
in the midlatitudes). Although there are no similar spectra to compare with, we stress that the large portion
of subseasonal variability at planetary scales is associated with using the data without any prior filtering and
a number of levels in the stratosphere.

The majority of subseasonal variability is associated with the balanced large-scale circulation (Figure 1b). At

subsynoptic scale k = 20, the Rossby part (SSVIk

R
∕SSVIk) stands for almost 90% of variability whereas at the

smallest analyzed scales, k = 100, the portion is about 64%. The scale where the subseasonal variance asso-
ciated with the IG modes exceeds variance due to Rossby modes is at k ≈ 75 (Figure 1d; around 530 km in
the tropics and 380 km in midlatitudes). This is not surprising as at this scale divergence-dominated processes
projecting on the IG modes prevail over quasi-geostrophic dynamics in nature and in the ECMWF forecast
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Figure 4. As in Figure 3 but for the component of variability projecting on (left) Rossby (balanced) and (right) IG modes. Rossby and IG anomalies are normalized
by their respective 1981–2010 means. SSVI = subseasonal variability integral; IG = inertio-gravity; MAM = March-April-May; JJA = June-July-August; SON =
September-October-November; DJF = December-January-February.

model used as the basis for the reanalysis (Žagar et al., 2017). This property should nevertheless be consid-
ered as mainly produced by the model since at these scales the impact of observations might be significantly
smoothed by global data assimilation modeling.

Figure 1c shows that variability associated with the EIG modes significantly exceeds the WIG variability com-
ponent at all presented scales. The EIG variability level is around 70% across many scales and it exceeds 80%
at k = 1. However, the WIG variance dominates over EIG on subsynoptic scales (figure not shown) so that
in the total sum the EIG-related variance exceeds the WIG part by only a few percent. The prevalence of the
EIG-related variance on large scales is most likely related to the role of the tropical Kelvin waves in subsea-
sonal variability, whereas the subsynoptic prevalence of the WIG variance is likely due to IG waves associated
with eastward-moving baroclinic waves in the extratropics. The EIG component also shows a seasonal cycle
(Figure 1c) which is associated with a strong seasonality in vertically propagating equatorial waves, primarily
the Kelvin waves (Blaauw & Žagar, 2018)

These percentages and Figure 1 apply to the selected 43 levels of ERA-Interim and can serve for validation of
climate models for the same period provided the model outputs are analyzed on the same grid. The analysis
procedure can be performed for different choices of vertical levels leading to different values of the SSVI inte-
gral. This is illustrated by a figure in SI that is equivalent to Figure 1 except for a different subset of ERA-Interim
data (36 levels under 96 hPa). It shows smaller amplitudes of variability but shares all main properties with
Figure 1. The differences can be explained by differences in average properties of large-scale circulation in the
troposphere and stratosphere. The horizontal grid is not expected to change the SSVI much as the majority
of the variance is at large scales.

3.2. Trends
Figure 2 shows the time series of SSVI anomalies computed by equation (5) relative to 1981–2010 period.
The anomaly for each season is computed with respect to its respective 30-year mean. Blue and black curves
denote annual and 4-year running means, respectively. The total SSVI seasonal curves are available as Figure 2
in SI. Normalized anomalies are presented in Figure 3 where each season anomaly relative to its 1981–2010
period mean is normalized by the mean and shown as percentages.

The most interesting characteristic in Figure 2 is a change from mainly negative SSVI anomalies before year
2000 and its prevailing positive value ever since. The change is consistent with the increase of precipitation
events found by White et al. (2017) and the energy changes reported by Simmons et al. (2017). Figure 3 reveals
that largest deviations occurred in boreal summers 1989 and 2002 with amplitudes exceeding 10% of the
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mean. They can be further discussed by using the zonal, meridional, and vertical spectra and comparison
with model space, in particular the role of stratosphere as there are 17 levels above 100 hPa. The four-season
average anomaly has been positive since 2009 (Figure 2) and the last few years are characterized by positive
anomalies in all seasons from a few percentage up to about 8% relative to 1981–2010. In the last decade, DJF
and MAM appear with more systematic positive anomalies then JJA and SON (Figure 3). The average anomaly
since 2009 is about 4 m/s which makes about 2% of the average variability in 1981–2010.

Relative anomalies for the Rossby and IG parts are shown in Figure 4 to study whether the relative changes
in the two components have occurred in the same way. Figure 4a, the Rossby (balanced) variability anoma-
lies, is very similar to Figure 3 reflecting the fact that the majority of subseasonal variability is associated with
balanced dynamics. For example, the most anomalous season prior 2000, 1989 boreal summer (Figure 3), is
found in both the Rossby component and IG component in both 1989 and 1990 (Figure 4). The largest posi-
tive anomaly of JJA 2002 is also present in both components. But for a number of seasons the two anomalies
do not have the same sign. This reflects the fact that anomalies occurred either in a single or both extratrop-
ical belt balanced dynamics or in the tropical latent heating which is the main cause of IG-type variability.
The striking difference between anomalies in the two components is on average a larger and systematically
positive normalized SSVIIG anomaly than the normalized Rossby variability anomaly, SSVIR. Apart from JJA
2008, the IG anomaly is positive since 2001 but it has been on increase since 1999. Although the IG part con-
tributes a smaller component of the global variability, especially on large scales, it is believed to represent a
large portion of the tropical variability patterns such as the free-propagating stratospheric Kelvin waves and
the Madden-Julian oscillation. Larger relative anomalies in unbalanced circulation and their coupling to the
tropics are in agreement with the reported increase in mesoscale convection and precipitation events in the
tropics. A supplemental figure showing time series of subseasonal variability anomalies in the Rossby and IG
components is in SI (Figure 3).

4. Discussion and Conclusions

We applied a modal decomposition for the computation of global SSVI which spatially integrates variabil-
ity in horizontal wind components and geopotential height, which is modified to include surface pressure,
on terrain-following levels. The new variability measure is used for scale quantification of variability in the
ERA-Interim reanalyses in recent decades.

The results provide the global spectrum of average subseasonal variability in period 1981–2010 in
ERA-Interim. When integrated over 43 levels spanning the troposphere and stratosphere up to 0.5 hPa, the
spectrum is characterized by 11% to 18%, depending on season, of variability in the zonal mean state.
About 40% of subseasonal variability is in planetary scales with zonal wave numbers 0 to 3, whereas about
one-quarter is in subsynoptic scales with zonal wave numbers 15 and greater.

Time series of SSVI anomalies show an increased subseasonal variability after year 2000 with anomalies in
recent years at about 2% level above the 1981–2010 average. When variability is separated between two
components of dynamics (Rossby and IG), a larger and more persistent increase in the IG component becomes
evident. As the integrated IG modes mainly represent tropical circulation patterns, different trends in Rossby
and IG parts may reflect reported increase in latent heat in ERA-Interim (Simmons et al., 2017) in relation to the
observed increased precipitation variability (White et al., 2017) which is the source of tropical wave motions
(e.g., Alexander et al., 2017; Kim & Alexander, 2013).

The subseasonal variability seen in Figures 2–4 can be further separated in symmetric and asymmetric
parts, and in the zonal and meridional scales as shown in Figure 1 for the zonal wave numbers. In this
way, we can improve our understanding of scales and processes most influenced by climate change. The
scale-dependent examination of variability and its trends has a potential for the validation of global climate
models using reanalysis data and for the validation of theories proposed to explain recent weather extremes
(e.g., Petoukhov et al., 2013).

Our average 2% increase in SSVI in period 2009–2014 relative to 1981–2010 is based on ERA-Interim and not
necessarily present in other reanalysis data sets. We focus on the method and its performance for ERA-Interim
given the reported trends in precipitation and latent heat in this data set. It can be expected that different
reanalyses are less consistent in the tropics than in the midlatitudes due to the lack of direct wind observa-
tions in tropical regions and complex dynamics. For example, Harada et al. (2016) showed that the amplitudes
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of equatorial waves and Madden-Julian oscillation in JRA-55 reanalyses (Kobayashi et al., 2015) are weaker
than in the other reanalyses. Differences between physical parametrizations in the models used to prepare
reanalyses largely control the IG spectrum and energy transport across scales (e.g., Malardel & Wedi, 2016).
The reanalyses underestimate spatial variability on smaller scales (Žagar et al., 2017) that effects temporal
variability. A study of SSVI in different reanalyses in the light of their known deficiencies is under way.
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