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Abstract. A simple four-dimensional assimilation technique, called Newtonian 
relaxation, has been applied to the Hamburg climate model (ECHAM), to enable 
comparison of model output with observations for short periods of time. The 
prognostic model variables vorticity, divergence, temperature, and surface pressure 
have been relaxed toward European Center for Medium-Range Weather Forecasts 
(ECMWF) global meteorological analyses. Several experiments have been carried 
out, in which the values of the relaxation coefficients have been varied to find out 
which values are most usable for our purpose. To be able to use the method for 
validation of model physics or chemistry, good agreement of the model simulated 
mass and wind field is required. In addition, the model physics should not 
be disturbed too strongly by the relaxation forcing itself. Both aspects have 
been investigated. Good agreement with basic observed quantities, like wind, 
temperature, and pressure is obtained for most simulations in the extratropics. 
Derived variables, like precipitation and evaporation, have been compared with 
ECMWF forecasts and observations. Agreement for these variables is smaller 
than for the basic observed quantities. Nevertheless, considerable improvement is 
obtained relative to a control run without assimilation. Differences between tropics 
and extratropics are smaller than for the basic observed quantities. Results also 
show that precipitation and evaporation are affected by a sort of continuous spin-up 
which is introduced by the relaxation: the bias (ECMWF-ECHAM) is increasing 
with increasing relaxation forcing. In agreement with this result we found that with 
increasing relaxation forcing the vertical exchange of tracers by turbulent boundary 
layer mixing and, in a lesser extent, by convection, is reduced. 

1. Introduction 

The four-dimensional data assimilation (FDDA) ba- 
sed on "nudging" or Newtonian relaxation is a method 
which dynamically couples various observed variables 
using a general circulation model (GCM). Terms are 
added to the prognostic equations to force the model 
toward the observed state. FDDA was originally devel- 
oped to insert asynoptic data like satellite or aircraft 
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measurements in numerical weather prediction (NWP) 
systems. It is widely used by both the research and 
operational meteorology communities for application in 
data assimilation systems in weather forecast models 
[e.g.,Hoke and Anthes, 1976; Davis and Turner, 1977; 
Lyne et al., 1982; Ramamurthy and Cart, 1987; 
Krishnamufti et al., 1991]. In addition, FDDA is also a 
powerful tool to analyse the behavior of the atmosphere 
and to derive variables which cannot be observed. 

A new application of Newtonian relaxation could be 
the validation of physical parameterization schemes of a 
GCM, whereby the large-scale component of the mod- 
eled circulation is adjusted toward meteorological anal- 
yses. Climate studies are performed using general cir- 
culation models which are integrated over long periods, 
typically 30 years, to obtain statistically significant av- 
erages. Such models are evaluated by comparing the 
model's multiyear averages and interannual variability 
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with synoptic observations. But for many meteorologi- 
cal parameters calculated by the model, like cloud cover 
or cloud liquid water, no long-term observations are 
available. As the cloud feedback is a key issue for cli- 
mate dynamics [see e.g., Cess et al., 1990] there is a real 
need to carefully evaluate the parameters of the hydro- 
logical cycle. Moreover, due to an increasing interest in 
recent years on the possible impact of enhanced emis- 
sions of radiatively active gases and aerosol precursors 
on climate, chemistry modules have been implemented 
in GCMs to study feedback mechanisms between cli- 
mate and atmospheric chemistry. As the database of 
chemical species is much smaller than for meteorological 
parameters, validation of the model's chemistry is only 
possible for short periods like during measurement cam- 
paigns where sufficient observations are available. To be 
able to use data covering shorter periods for model val- 
idation, one could apply the relaxation to force a GCM 
to simulate a specific episode. 

The main objective of this study is to develop a prac- 
tical and simple method which can be applied in validat- 
ing climate models. Use is made of the above mentioned 
NewtonJan relaxation technique. We have investigated 
which model variables should be adjusted toward the 
analyses and what timescale of the forcing should be 
applied for the different variables. 

In section 2 the model used for our study is described. 
In section 3, a theoretical overview is given of the vari- 
ous aspects of the "nudging" method which are impor- 
tant for our application, and in chapter 4 the currently 
used implementation of the method and the setup of 
the experiments are described. In section 5 the results 
of the experiments are presented. 

2. Model Description 

The GCM used in the present study, the Hamburg 
climate model ECHAM, is a general circulation model 
based on the numerical weather prediction model of the 
European Center for Medium-Range Weather Forecasts 
(ECMWF) with a new physical package adapted for cli- 
mate studies [Roeckner et al., 1992]. The prognostic 
variables of ECHAM are the vorticity, the divergence, 
the temperature, the logarithm of surface pressure, wa- 
ter vapour, cloud water, and several chemical species. 
For its representation of the dynamic fields, the model 
adopts expansions in terms of spherical harmonics with 
triangular truncation at a specified wavenumber. Non- 
linear and physical terms are calculated on a Gaussian 
grid. Positive definite quantities, like water vapour, 
cloud l•.quid water and chemical species, are advected 
by a semi-Lagrangian scheme [Rasch and Williamson, 
1990]. The model can be run with the resolutions T21 
( 500 km), T42 ( 250 km), and T106 ( 100 km). Dis- 
cretization in the vertical is done by using a hybrid co- 
ordinate system with 19 levels with its uppermost level 
at about 30 km. The temporal finite difference scheme 
is semi-implicit with a time-step of 40 min. (T21), 24 

min. (T42), or 12 min. (T106). The radiative transfer 
model is based on a two-stream method by Fouquart 
and Bonnel [1980] for the solar part and by Morcrette 
[1991] for the terrestrial part. The frequency spectrum 
is separated into two short-wave and six long-wave in- 
tervals. The stratiform cloud scheme is based on the 

approach of Sundquist [1978] who developed a method 
for including subgrid-scale condensation and cloud for- 
mation within the framework of a cloud liquid water 
transport equation. Convective clouds are parameter- 
ized by the mass flux scheme of Tiedtke [1989]. Turbu- 
lent exchange in the boundary layer is parameterized by 
using the Prandtl-Kolmogorov formulation of the eddy 
diffusivity as a function of the turbulent kinetic energy 
(TKE-closure) [ Brinkop and Roeckner, 1995]. 

3. Newtonian Relaxation 

3.1 Technique 

The "nudging" method relaxes the model state to- 
ward observational data during the assimilation period 
by adding a non-physical relaxation term to the model 
equations' 

OX 
-- Fm(X) + G(Xobs - X) (1) Ot 

Here X represents any prognostic model variable and 
Fm is the model forcing, describing the dynamical and 
physical processes that determine the evolution of X. 
The relaxation term G(Xobs -X) is expressed as the 
product of the relaxation coefficient G (s -•) and the 
difference between the observational and the model cal- 

culated value of X . As observational data, both raw 
observations and analyzed observations can be used. 
When using a spectral model, a simple opportunity is 
offered to exclude smaller scales from relaxation, by not 
adjusting the higher wave number spectral components. 
This can be particularly helpful in high-resolution ex- 
periments when the smaller-scale variations are for a 
large part determined by the physical or parameterized 
quantities and are not represented by the observations. 

Observational data are generally not available for 
each model time step. To obtain data for every model 
time step, data have to be interpolated. The simplest 
way to do this is linear interpolation. As mentioned 
by Brill et al. [1991], such an interpolation is allowed 
for data intervals up to 6 hours. It should be realized 
that for higher-resolution experiments, linear interpo- 
lation becomes more questionable since, as mentioned 
before, more smaller temporal scales are resolved. This 
is another reason to restrict the relaxation to low-order 

spectral components. 

3.2. Choice of Relaxation Coefficients 

The choice of the right value of G forms a main diffi- 
culty of the "nudging" technique [Stauffer and Seaman, 
1990]. If G is chosen too large the relaxation term will 
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dominate the model forcing. In this case, possible dy- 
namical imbalances in the observations may be spuri- 
ously amplified. On the other hand, if G is chosen too 
small, the observations will have little effect on the solu- 
tion. Various considerations concerning the choice of G 
can be found in literature. Hoke and Anthes [1976] sug- 
gest that the optimal value should depend on the obser- 
vational accuracy, the kind of variable being adjusted, 
and the typical magnitude of the model forcing. This 
means that G may vary both in space and time since ob- 
servational accuracy as well as the magnitude of model 
forcing vary in space and time. Nevertheless, in most 
applications the variation of G in time and space is not 
taken into account. In some recent studies the values 

of G are calculated for each grid point separately using 
a parameter estimation procedure which makes use of 
the adjoint equations of the numerical model [ Zou et 
al., 1992; Stauffer and Bao, 1993]. 

Different approaches exist with respect to the choice 
of the variables to be adjusted. One question is whether 
to adjust the wind field (and let the mass field adjust 
to it by the model equations) or to adjust the mass 
field (and let the wind field adjust to it) or both. Kuo 
and Guo [1989] conclude that simultaneous assimilation 
of both mass and momentum yields the best results. A 
second question is whether to adjust the rotational part 
of the windfield alone or both the rotational and diver- 

gent part. The rotational part of the wind is consid- 
ered to be more important to adjust than the divergent 
part, for several reasons. The divergent part is rela- 
tively poorly observed [Holopainen, 1987] and is closely 
associated with gravity waves. The rotational part of 
the wind, on the other hand, represents the slow mani- 
fold of quasi-geostrophic motion [Daley and Puri, 1980]. 
Quasi-geostrophic theory is capable to describe the evo- 
lution of Rossby wave type flow for timescales up to a 
few days. Adjusting the vorticity field of the model is, 
therefore, an efficient way to adjust the large-scale flow 
in the extratropics. In many applications the relaxation 
coefficient for vorticity is therefore larger than the co- 
efficient for divergence. 

Brill et al. [1990] also adjusted the surface pressure. 
They argue that adjusting the predicted variables only 
above the surface can lead to an accumulation of er- 

rors at the surface. Adjusting the moisture field in the 
surface layer to improve the diabatic forcing has been 
applied by a few investigators [Douglas and Warner, 
1987; Krishnamufti et al., 1988, 1991;Brill et al., 1990]. 

Derivation of mathematically optimal relaxation co- 
efficients would require a method similar to the varia- 
tional approach as used by Zou et al., [1992]. Varia- 
tional methods require, however, huge computer mem- 
ory and power, which make them impractical to use in 
a large global model. 

3.3. Influence on Model Physics 

As an example to illustrate the influence of relaxation 
on the parameterized part of the model, we examine the 

thermodynamic energy equation including a relaxation 
term: 

dT Q nT 
= -- + + - (2) 

dt Cp p 
where the symbols have their conventional meteorolog- 
ical meaning. The symbol Q denotes the diabatic heat- 
ing, which mainly consists of the release of latent heat 
due to the condensation of water vapour, the flux of 
sensible heat from the Earth's surface into the atmo- 

sphere, and the radiative heating. In the model these 
heating components are parameterized in terms of the 
large-scale dynamical quantities, like wind and temper- 
ature. Therefore, the relaxation term not only modifies 
the temperature, but also indirectly modifies the dia- 
batic heating in the model. Without relaxation, a phys- 
ically consistent balance between the parameterized and 
the dynamical quantities exists in the model. The re- 
laxation in (2), therefore, not only forces the modelled 
temperature toward the observations, but also hinders 
the parameterized quantities to reach a balanced state. 
Similar arguments apply to the equations for momen- 
tum and moisture. 

This problem is analogous to the spin-up problem 
in weather prediction models, in which assimilation of 
observations causes an initial imbalance in the model 

physics. This imbalance disappears a short time af- 
ter the assimilation. However, in a setup in which the 
model is relaxed toward new observational data every 
time step, there will be a continuous spin-up. 

4. Description of Method and 
Experiments 

4.1. Implementation in ECHAM 

A model integration step (1) is solved using a semi- 
implicit finite difference scheme and is carried out in two 
steps. First, the model forcing Fm is calculated yielding 

m 

a new value for prognostic variable Xt+At. Next the 
relaxation term is calculated: 

Xt+At -- Xtr•At 
2At = (3) 

in which Xt•_n•t are the meteorological analyses of prog- 
nostic variable X to which the model is relaxed. G(X) 
is the relaxation coefficient which in the present study 
depends only on the variable which is relaxed. Xt+zxt 
finally is the value of X after the assimilation step and 
can be easily calculated from the above equation. 

Since ECHAM is a spectral model assimilation is 
done in the spectral space. The resolution used in all 
of the experiments described in this paper is T21. For 
this coarse T21 model version, all spectral components 
are equally adjusted. However, one exception has been 
made: to conserve mass and momentum, the first spec- 
tral component, which represents the global average, is 
not adjusted. 
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4.2. ECMWF Data 

In our study we have used ECMWF data for two 
purposes: the assimilation itself and for coml•arison af- 
terwards with ECHAM model results. 

Data for Assimilation. As input data for the as- 
similation we have used spectral ECMWF first guess 
fields, which is the 6-hour forecast, of vorticity, diver- 
gence, temperature and surface pressure. We have sim- 
ulated 2 months, January and July 1989, by relaxing the 
ECHAM model toward the ECMWF analyses for these 
periods. The model runs have been started from initial 
files from a January and a July month. The input fields 
for the relaxation are only available every 6 hours. To 
obtain data for each model time step, we have linearly 
interpolated the data in time. We found that cubic 
spline interpolation did not show any improvement for 
our application. 

Before applying the relaxation, the ECMWF data, 
which originally are in T106 resolution , are truncated 
to T21. In 1989 the ECMWF model used the same 

vertical hybrid coordinate parameters as the ECHAM 
model uses. The orographies used in the two models 
,however, are different. ECHAM uses a mean orog- 
raphy, whereas the ECMWF model uses an envelope 
orography in which the subgrid-scale variance is added 
to the mean orography of a grid box [Simmons, 1987]. 
Differences between the two may amount to a few hun- 
dreds of meters. Since close to the surface the hybrid 
levels are terrain-following, this means that when data 
are used over mountaineous areas, the levels on which 
they are valid are different for the ECHAM and the 
ECMWF model. To avoid errors, caused by these non- 
matching orographies, we vertically interpolate. 

The following procedure has been applied (M. Hor- 
tal, personal communication, 1995): the input spec- 
tral ECMWF data are truncated to the desired output 
resolution and transformed to grid point space, where 
instead of vorticity and divergence, the wind compo- 
nents are calculated. The input (envelope) orography 
(grid point data) is interpolated to the desired output 
resolution, by transforming it to spectral space, next 
truncating it to the new resolution and then trans- 
forming it back to grid point space. Next the desired 
output (mean) orography is constructed from the high- 
resolution original U.S. Navy data set. In the new orog- 
raphy we compute the logarithm of the surface pressure 
from the interpolated data. From this we compute the 
pressures at the model levels corresponding to the out- 
put resolution. Then we interpolate (or extrapolate) 
the wind components and the temperature linearly in 
pressure. Finally, we transform the wind components 
to vorticity and divergence in the spectral space. 

Owing to this vertical interpolation, one can expect 
inaccuracies in areas where the difference between the 

surface pressure in the envelope and mean orography is 
large. One should realize that the ECMWF data used 

for assimilation can be seen as a good approximation 
for the observed atmospheric state in data-rich areas. 
In large parts of the tropics, however, meteorological 
observations are sparse arid the ECMWF data for these 
areas rather reflect the model prediction than the ob- 
servations and, therefore, may not be very accurate. 

Data for Comparison. The following ECHAM 
model variables have been compared with the corre- 
sponding ECMWF fields (see also Table 2): surface 
pressure, the temperature at 850 hPa, the zonal wind 
at 200 hPa, and the 500 hPa geopotential height. Fur- 
ther, we compare t•e specific humidity at 700 hPa. 
Although this is a prognostic variable and therefore 
transported by the model resolved large-scale flow, it is 
mainly determined by parameterized subgrid-scale pro- 
cesses. Therefore we cannot expect perfect agreement 
between the ECHAM humidity field and the ECMWF 
data. 

When using ECMWF model fields of precipitation 
and evaporation, one should realize that there is a spin- 
up in the shortrange forecast of these fields. The du- 
ration of the spin-up depends on the model and on the 
area for which the variables are calculated [Krishna- 
mufti et al., 1988, Arpe, 1991]. Arpe [1991] argues 
that ECMWF forecasts of daily mean precipitation and 
evaporation for day 0.5-1.5 provide the best compromise 
between spin-up and forecast error. He further con- 
cludes that for the northern hemispheric extratropics 
the short range forecasts of evaporation over the oceans 
and precipitation are probably accurate estimates of the 
truth, not only for monthly means but also for the day 
to day variability. In the tropics and southern hemi- 
sphere, the distribution seems realistic but there is a 
strong spin-up in the data. Therefore we have used 
the day 0.5-1.5 forecast period when comparing time 
series at individual grid points. For the comparison of 
global averages, however, fields should be free of bias 
and for this purpose we compare the ECHAM fields 
with a range of ECMWF forecasts up to 3 days. 

The grid point values of precipitation and 700 hPa 
specific humidity and evaporation have been smoothed 
in space (3x3 grid points) and 700 hPa specific humidity 
has been also smoothed in time (running average over 
three intervals of 6 hours each). This filters out much 
of the quasi-random small-scale variations that other- 
wise might prevent a useful comparison of the two fields 
obtained from different parameterizations. 

4.3. Experiments 

Like others [e.g., Krishnamufti et at., 1988] we de- 
cide by "trial and error" which relaxation coefficients 
give the best results for our application. A series of as- 
similation experiments (shown in Table 1) has been per- 
formed, in which the relaxation coefficients are varied 
according to physical arguments as described in section 
3.2 and within a range observed in literature. Mois- 
ture has not been included in our experiments because 
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Table 1. Specification of the Assimilation Experiments 

Exp. Gr GD Gvo Glnsp 

0 0.0 0.0 0.0 0.0 
1 1.10 -4 0.5.10 -4 1.10 -4 1.10 -4 
2 0.0 0.5.10 -4 1.10 -4 1.10 -4 
3 1.10 -4 0.0 1.10 -4 1.10 -4 
4 0.0 0.5.10 -4 1.10 -4 0.0 
5 1.10 -5 0.5.10 -4 1.10 -4 1.10 -4 
6 1.10 -5 0.5.10 -5 1.10 -5 1.10 -5 
7 1.10 -3 0.5.10 -3 1.10 -3 1.10 -3 

GD, Gvo, GT and Glnsp are the relaxation coSfIicients 
(s -x) for divergence, vorticity, temperature and surface 
pressure respectively. 

the moisture field is determined by diabatic processes 
rather than dynamical processes. An assimilation tech- 
nique based on dynamical adjustment would therefore 
not be very beneficial. As outlined in section 3.2, the ro- 
tational part of the wind is considered most important 
to adjust. For this reason vorticity has been included 
in each of the assimilation experiments. 

In judging which set of relaxation coefficients would 
be most useful, we look upon two different aspects: 
Validating model parameterizations or chemistry mod- 
ules with measurements requires in first instance that 
the basic flow, temperature, and moisture pattern from 
which most subgrid-scale parameterizations are derived 
and which determine transport and reaction rates of 
chemical tracers, is represented well by the relaxed 
model. 

A second requirement is that the model physics work 
without too much restrictions imposed by the relax- 
ation. It is desired that the model physics adapt to the, 
by the relaxation imposed, flow and temperature distri- 
bution without being too much suppressed by the relax- 
ation. This aspect is more complicated to investigate. 
Three different approaches are used: First, the precipi- 
tation (convective and large-scale) and evaporation are 
compared with the corresponding ECMWF fields. Since 
the ECHAM and ECMWF model use different parame- 
terization schemes, again we may not expect good quan- 
titative agreement. A comparison can, however, be use- 
ful to see if the relaxed model produces realistic fields 
from parameterized subgrid-scale processes. A second 
approach is to directly compare the forcing of the tem- 
perature by parameterized processes with the forcing 
by relaxation. The distribution of the forcing in time 
and space is also considered. In this way some quali- 
tative understanding can be gained in where and when 
the forcing by relaxation could dominate the normal 
model forcing. A third, more quantitative approach, is 
the comparison of the vertical exchange of tracers in 
an undisturbed experiment with a series of relaxation 
experiments in which the relaxation forcing is system- 
atically increased. The bulk of the vertical exchange 
of longer-lived tracers from the surface to the free tro- 

posphere and from the lower to the upper troposphere 
is in the model controlled by parameterized processes. 
The systematic change in the amount of vertically ex- 
changed tracer mass in this approach therefore can be 
used as a measure for the influence of the relaxation on 

the model physics. 
Comparison between ECHAM produced fields and 

ECMWF fields has been done using various statistical 
measures like the anomaly pattern correlation, the ten- 
dency correlation, the bias and the root mean squared 
difference/error (RMSE). The anomaly pattern correla- 
tion is calculated as the spatial correlation between the 
ECMWF and ECHAM anomaly fields. The anomaly is 
calculated with respect to an ECHAM monthly mean 
field from a climatological run. The tendency correla- 
tion is calculated as the correlation between ECHAM 

and ECMWF timeseries at individual grid points and 
gives us some insight in how well ECHAM adjusts in 
ti•ne to the ECMWF data. Also, the RMSE is calcu- 
lated for time series of individual grid points and pro- 
vides insight in the magnitude of differences between 
the two models. 

5. Results 

In this section we will address three subjects. First, 
the agreement between the model simulations and the 
ECMWF data set for the basic observed quantities (the 
first five variables in Table 2) will be quantified. Sec- 
ond, some ECHAM-derived, parameterized quantities 
(precipitation and evaporation) will be compared with 
ECMWF forecasts. Finally, we will investigate the im- 
pact of the assimilation on the model's parameterized 
quantities. 

5.1. Agreement with Basic Observed Quantities 

As a first indication of what agreement can be ob- 
tained, in Table 3 the global averaged statistics are pre- 
sented for the comparison of ECHAM output fields (as- 
similation experiment 5 from Table 1) with correspond- 
ing ECMWF fields for January 1989. From these global 
mean results it appears that ECHAM, when relaxed to- 
ward ECMWF analyses, is well capable to reproduce 
these analyses. As can be seen in Table 3, the anomaly 
pattern correlations are extremely high. This means 
that the spatial patterns of the ECMWr' helds are al- 
most exactly reproduced by the ECHAM simulation. 
The agreement for the specific humidity is somewhat 
less; the magnitude of the RMSE is about 25 % of the 
value of the globally averaged specific humidity. Since, as explained earlier, the specific humidity has not been 

adjusted in the relaxation experiments and for a large 
part is determined by the model parameterized moist 
processes which are different between the two models, 
this lesser agreement is not surprising. 

VV'e should, however,consider the spatial variability 
of the statistical parameters as well. Figure 1 gives in- 
formation about the latitudinal dependence of the ten- 
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Table 2. ECMWF Data Used for Comparison 

Variable Type Period Interval Averaging Interp. 

200 hPa zonal wind FG 

500 hPa geopotential height FG 
700 hPa specific humidity FG 

850 hPa temperature FG 
Surface pressure FG 

Precipitation FC 
Evaporation FC 

6h 6h no no 

6h 6h no no 

6h 6h 3x3 gridcells no 
3 time steps 

6h 6h no yes 
6h 6h no yes 

12h-36h 12h 3x3 gridcells no 
12h-36h 12h 3x3 gridcells no 

Type FG (first guess) or FC (forecast), period of forecast, output interval, aver- 
aging in time and/or space and vertical interpolation to mean orography have been 
indicated. 

dency correlation and the RMSE. It can be clearly seen 
that the relaxation technique yields less satisfying re- 
sults in the tropics than in the extratropics. Tendency 
correlations generally are much lower in the tropics, par- 
ticularly for the 850 hPa temperature and surface pres- 
sure. The RMSE is not higher in the tropics. In fact 
for all variables, except the zonal wind at 200 hPa, it 
is lower in the tropics. Relative to the low temporal 
variability of the presented variables, the error is larger 
in the tropics. 

Figure 2 shows the dependence of tendency correla- 
tion and the RMSE on the choice of relaxation coef- 

ficient. The tropics (between 22.5øN and 22.5øS) and 
extratropics are analyzed separately. Experiment 0 is 
the control run in which no relaxation has been applied. 
It can be seen in Figure 2 that the results are not very 
sensitive to the choice of the relaxation coefiqcients for 

the range of values applied. The variability among the 
experiments is low except for the 850 hPa temperature. 

Most of this variability for the 850 hPa temperature 
can be explained by whether or not temperature has 
been relaxed. In experiment 2 and 4 the temperature 
has not been included and the relaxation coefficient for 

temperature has a low value in experiment 5 and 6. 
These experiments differ significantly from experiments 
1, 3, and 7 in which temperature has been relaxed with 
the same coefficient as vorticity. 

For the 500 hPa geopotential height the values of the 
RMSE and the tendency correlation have about the 
same value for almost all experiments, except for ex- 
periment 6. This experiment has low values for the re- 
laxation coefficients. The only important variable for 
a realistic simulation of 500 hPa geopotential height 
seems to be the vorticity. Excluding other variables 
from assimilation does not influence the results. The 

same behavior with respect to assimilation experiment 
is observed for the 200 hPa zonal wind (not shown), 
with the only exception that the correlations are slightly 
lower. 

Almost the same can be concluded for the surface 

pressure. Not adjusting the surface pressure (experi- 
ment 4) worsens the statistics only slightly. A negative 
effect of the same order of magnitude can be detected 
for experiment 6. 

The agreement of the ECHAM specific humidity field 
at 700 hPa with ECMWF data is considerably less than 
for the other variables shown in Figure 2. Adjusting 
the divergence appears to be important for the humid- 
ity field, because not including the divergence in the 
assimilation (experiment 3) results in a significant in- 
crease in RMSE and a decrease of correlation in the 

tropics. 
As was already shown by Figure 1, Figure 2 again 

shows that the relaxation technique yields the best re- 

Table 3. Statistics for Experiment 5, Global Averages for January 1989 

Variable Mean Bias RMSE TC APC 

850 hPa temperature (K) 
200 hPa zonal wind (m/s) 
500 hPa geopotential height (m) 
700 hPa specific humidity (g/kg) 
Surface pressure (hPa) 

279.183 -0.260 1.203 0.801 0.975 

16.053 -0.004 3.862 0.883 0.975 

5549.37 18.56 24.18 0.909 0.985 

3.160 0.238 0.794 0.657 0.680 

985.565 0.583 1.911 0.759 0.974 

The Bias is calculated as ECHAM-ECMWF and mean values are taken from 

ECHAM. TC stands for tendency correlation and APC for anomaly pattern corre- 
lation 



JEUKEN ET AL.' ASSIMILATION OF ANALYSES IN A CLIMATE MODEL 16,945 

1.0 85,0hPa T, emper,ature /K) , 8 1.0 

6 

0.8 

0.6 

2 

0.4 , ., •, , ,_ , o 90- 67.5N 67.5 45N 45 -22.5N 22, N---O 0-22,5S 22.5 45S 45- 67.5S 67.5-905 
Lot•tude bend 

200hPa Zonal wind 
i i i i i i IO 

8 
0.8 

0.6 
0.4 I_ ' ' [ ' ' 0 90-67.5N 67.5 45N45-22.SN 22.5N-0 0-22.5S 22ø5- 455 45-67.5S 67.5- 90S 

Letltude bond 

6 

Surface pressure ,(hPa) 
f ' 4 1.0 ' ' " ' 

0.8 

2:• 

0.6 

1 

0.4 0 
90-67,5N 67.5 45N 45-22.5N 22,5N-0 0--22o5S 22.5-45S 45-67.5S 67.5-90S 

Lotitude bend 

500hP, a Geop, otentia ,, hei.cj,ht (m) 1.0 -- 50 

0.8 

///./• 30 ,,, 
20 

0.6 

10 

0.4 ,_ , • • • • 0 90-67.5N 67.5 45N 45-22.5N 22.5N- 0 0 -22.5S 22.5-45S 45-67.5S 67.5-90S 
Let•tude bond 

Figure 1. Comparison of assimilation experiment 5 and European Center for Medium-Range 
Weather Forecast (ECMWF) first guess fields: Zonal mean tendency correlation (thick line) and 
root mean squared error (RMSE) (thin line) for January 1989. 
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Figure 2. Correlation (solid line) and RMSE (dashed line) between ECMWF first guess fields 
and the assimilation experiments outlined in Table 1 for January 1989. Thick lines represent 
averages over the extratropics and thin lines over the tropics. 
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Figure 3. Correlation (solid line) and RMSE (dashed line) between ECMWF 12-36h forecast 
fields and the assimilation experiments outlined in Table i for July 1989. Thick lines represent 
averages over the extratropics and thin lines over the tropics. 

sults in the extratropics. It also shows that there is 
hardly any improvement in the RMSE to be observed 
compared to the control run in the tropics. 

For July 1989 (not shown) the results for the basic ob- 
served quantities are similar. The moisture field, how- 
ever, has improved considerably in the tropics. RMSE's 
have been reduced to values below 1.0 g/kg and the ten- 
dency correlation now is similar to the correlation for 
the extratropics. The change to the Tiedtke scheme 
[ Tiedtke, 1989] as convection scheme of the ECMWF 
model in May 1989 is probably the reason for this im- 
provement since ECHAM also uses the Tiedtke scheme. 

5.2. Comparison of Derived Quantities 

In a similar manner as has been done in previous sec- 
tion, the ECHAM precipitation and evaporation from 

3.a .GI.ob. ol. E.¾•.p.or.•tipn, (E• •.n.cl .Pr. ec,$pito. ti,,on. (P• c. ompo. re ? .t• E,C.MWF ' f.or.ecps. ts, 

•.o .:.:.!i:•ii'•iii•!::•i!:z. ii:.•i:•ii•iii•i:•i!•iii•i:•ii•:i:• .......... - .................. 
................................................... 

...................................................... 
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Figure 4. ECMWF global mean precipitation (up- 
per boundary of shaded area) and evaporation (lower 
boundary of shaded area) as a function of forecast in- 
terval. The horizontal lines represent in order of increas- 
ing thickness the precipitation (solid) and evaporation 
(dashed) for assimilation experiments 0, 5, and 7. 

the different relaxation experiments are compared with 
the appropriate ECMWF forecasts (see section 4). In 
Figure 3 the dependence of the correlation and RMSE 
on the choice of relaxation coefficients is shown for evap- 
oration and precipitation. The improvements obtained 
by assimilation in comparison with the reference experi- 
ment are smaller than the improvements seen in section 
5.1 for the basic observed quantities. The maximum im- 
provements obtained in RMSE are 35 and 50 % for pre- 
cipitation and evaporation, respectivel-y. Correlations 
are considerably lower. Differences in statistics between 
the tropics and extratropics are smaller than diagnosed 
for the observed quantities. Some important differences 
among the experiments can be seen. Not adjusting the 
temperature (experiment 2 and 4) worsens the statistics 
for both evaporation and precipitation. The difference 
between the RMSE of experiment 2 and 5, for example, 
is about 0.4 mm/d and 0.2 mm/d for precipitation and 
evaporation, respectively. Not adjusting the divergent 
part of the windfield (experiment 3) has a negative effect 
on the statistics for both precipitation and evaporation. 
This is shown most clearly for the precipitation in the 
tropics. The strong relation between large-scale conver- 
gence and convection used in the convection parameter- 
ization is probably the reason for this effect. Provided 
that the ECMWF model output is realistic, we learn 
from this comparison two things: First, the influence 
of relaxation on the derived variables in the tropics is 
beneficial. Second, temperature and divergence are im- 
portant variables to assimilate in order to improve the 
precipitation and evaporation field. 

Figure 4 shows a comparison between the total pre- 
cipitation and evaporation fields from assimilation ex- 
periments 0, 5, and 7 and several ECMWF forecast in- 
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tervals up to 3 days. It can be seen that a forecast 
period of more than 2 days is needed to reduce the 
spin-up to an acceptable level. Further, Figure 4 shows 
that the global hydrological balance for the relaxation 
experiments is well simulated. The difference between 
evaporation and precipitation is less than 0.1 mm/d. 
The global mean evaporation and precipitation simu- 
lated by experiment 5 and ? also compare both well 
with the ECMWF 2-3 day forecast. Whereas the bias 
(ECHAM-ECMWF) for the basic observed quantities 
(not shown) does not vary much with the relaxation co- 
e•cients chosen, there seems to be a systematic change 
in both the bias for precipitation and evaporation. It 
can be seen that by increasing the strength of the re- 
laxation coe•cients (from experiment 0 via 5 to 7) the 
globally averaged values of precipitation and evapora- 
tion decrease with about 0.25 ram/d, which is about 
10 % of the global mean values. 

Figure 5 shows the latitudinal dependence of EC- 
HAM precipitation from relaxation experiments 5, 1, 
and 7 compared to the control run and to precipita- 
tion data from the Global Precipitation Climatology 
Center (GPCC). These data are a mix of land-based 
observations and microwave, radar, and satellite mea- 
surements over the sea and where no data are avail- 

able, the ECMWF short-range forecast is used [Rudolf, 
1995]. In general, the ECHAM produced precipita- 
tion patterns look realistic. Especially in the north- 
ern hemispheric extratropics the differences with the 
observational GPCC data are small. Large differences 
of more than 1 mm/d can be observed in the south- 
ern hemispheric subtropics, near the tropical maximum 
in the northern hemisphere and near 35 ø N where the 
ECHAM data show another precipitation maximum 
and the GPCC data do not. Since the satellite measure- 

ments are not available south of 30 ø S and since there 

are not many land-based observations in the southern 

9 

8 

7 

6 

E4 

Zonal mean precipitation 

o • 

Lalitude 

Figure 5. Zonal and monthly mean precipitation (mil- 
limeters per day) from assimilation experiments 0, 1, 5, 
and 7 compared to the Global Precipitation Climatol- 
ogy Center (GPCC) precipitation data [Rudolf, 1995] 
for July 1989. 

hemisphere, the GPCC curve south of 30 ø S is mainly 
determined by the ECMWF short-range forecast. It can 
be seen that the ECHAM relaxation experiments follow 
the same pattern for this area but that there is a clear 
offset. This might be due to spin-up in the ECMWF 
shortrange forecast which is shown by Figure 4 for the 
global mean field. It appears that in the tropics and 
subtropics, the precipitation is reduced with increasing 
relaxation strength but in the extratropics, especially in 
the northern hemisphere, the opposite is true. However, 
due to the larger area of the tropical gridcells, which is 
taken into account when calculating global averages, the 
global value is reduced, which is shown in figure 4. This 
aspect will be further discussed in the following section. 

5.3. Influence on the Model Physics 

As outlined in section 3.3, the addition of an extra 
term to the model equations can influence the per- 
formance of the physical parameterizations. We have 
shown in section 5.2 that when using strong relaxation 
coefficients, the global averaged precipitation and evap- 
oration is slightly reduced. The most serious effects of 
relaxation can be expected when the relaxation term 
is large compared to the other terms in the equations. 
Figure 6 shows the magnitude of the relaxation term 
for temperature and its geographical distribution com- 
pared to the magnitude of the diabatic heating term, 
that is the third right-hand side term of (2) compared 
to the first right-hand side term. The diabatic heating 
rates are calculated from ECMWF initialized analyses 
by Siegmund [1993]. The values for the relaxation term 
are obtained from relaxation experiment 5. 

The absolute values of the diabatic heating are gen- 
erally larger than the relaxation term. The difference is 
largest at the 850 and 500 hPa levels, where the heat- 
ing is an order of magnitude larger than the relaxation 
term. The relaxation term hardly depends on latitude. 
The diabatic heating, on the other hand, is largest in 
the intertropical convergence zone and decreases toward 
the poles. The peak over Antarctica is probably due to 
errors in the ECMWF model [see Siegmund, 1993]. 

To gain a more quantitative insight in how much the 
model physics are affected by the relaxation process, 
we also considered the dependence of the vertical mo- 
tions on the strength of relaxation. For this purpose 
we released a passive tracer at the model's surface with 
a constant source strength and a lifetime of 10 days. 
Since the source is distributed uniformly over the entire 
globe, changes in the vertical distribution of the tracer 
are mainly due to vertical transport. Figure 7 shows 
the ratios between the tracer concentrations at 250 hPa 

level and the surface, and the 750 hPa level and the 
surface, respectively. The values are averages over 15 
day-simulations for July 1989 (A-F on the horizontal 
axis are six assimilation experiments described in Table 
4). 

The ratio of the tracer concentrations between 750 

hPa and the surface is a measure of the vertical ex- 
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change of tracer by boundary layer processes, and the 
ratio of tracer concentrations between 250 hPa and the 

surface is a measure for the vertical exchange through 
convective processes. Figure 7 shows that the convec- 
tive exchange of tracers over sea is quite sensitive to 
the relaxation coefficient for temperature since there is 
a large drop in ratio when going from experiment C to 
D. The only difference between experiment C and D is 
a factor 10 in the relaxation coefficient for temperature. 
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Figure 7. (left) The ratio of tracer concentrations be- 
tween model level 8 ( 200 hPa) and the surface and 
(right) model level 14 ( 750 hPa) and the surface after 
a 15 day-run for July 1989. The ratios are calculated for 
sea and land and tropics and extratropics, separately. 

Figure 6. Zonal mean temperature (for July 1989) 
forcing (bold line) caused by relaxation compared to the 
diabatic heating ( thin line) as calculated by Siegmund 
[19931 from ECMWF analyses (average over three July 
months). 

The convective exchange over land is hardly influenced 
by the strength of the relaxation. Apart from the mag- 
nitude of the ratio, the behavior is similar for the tropics 
and the extratropics. 

Figure 6 also shows that the boundary layer exchange 
decreases when increasing the strength of relaxation. 
This decrease is largest for the tropics over land where 
it is almost 40 % between experiment A and F. A diffi- 
culty with interpreting Figure 7 is that we do not know 
the real vertical exchange. It is, however, unlikely that 
there is such a large difference between the vertical ex- 
change in ECHAM and the ECMWF model since both 
models apply similar boundary layer diffusion and con- 
vection schemes. We therefore think that a main reason 

of the observed systematic decrease of vertical tracer 

Table 4. Specification of the relaxation coefficients 
used for the experiments plotted in Figure 7 

Exp. GT GD Gvo Clnsp 

A(=O) 0.0 0.0 0.0 0.0 
B 1.10 -6 0.5.10 -5 1.10 -5 1.10 -5 
C(=5) 1.10 -5 0.5.10 -4 1.10 -4 1.10 -4 
D(=I) 1.10 -4 0.5.10 -4 1.10 -4 1.10 -4 
E 1.10 -4 0.5.10 -3 1.10 --3 1.10 -3 
F(=7) 1.10 -3 0.5.10 -3 1.10 -3 1.10 -3 

GD, Gvo, GT and Gl•sp are the relaxation coSfficients 
(s -•) for divergence, vorticity, temperature and surface 
pressure respectively. The numbers between the brack- 
ets refer to Table I 
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exchange is the spin-up effect which becomes stronger 
with increasing relaxation strength. This effect appar- 
ently has a stronger influence on the boundary layer 
exchange than on the convective exchange. Since we 
want to maintain the intensity of parameterized pro- 
cesses in the ECHAM model, it implies that we should 
use as weak relaxation coefficients as possible. 

6. Discussion and Conclusions 

We have shown that in the extratropics, good agree- 
ment between ECHAM fields from model simulations 

with relaxation and ECMWF analyses is obtained for 
the basic observed quantities. For example, tendency 
correlations between ECMWF analyses and ECHAM 
simulation are higher than 90 %. The agreement in 
the tropics is poor. This is a major drawback of the 
proposed method. As model results in the tropics are 
strongly determined by the model physics we have to 
expect differences due to different parameterizations. 
Additionally, the relaxation method which is based 
on geostrophic adjustment of dynamical processes, will 
have little effect in tropical regions. 

Since ECHAM and ECMWF have different physical 
parameterizations, the agreement of the derived vari- 
ables is not as good as for the observed ones. More- 
over, the ECMWF model output is, due to the long 
spin-up time, quite sensitive to the choice of the fore- 
cast interval. We found that only after 2.5 days the 
spin-up error in the ECMWF precipitation forecast is 
reduced to an acceptable level. The bias of the precipi- 
tation and evaporation bet•veen ECHAM and ECMWF 
as simulated in the assimilation experiments is within 
the range of the ECMWF spin-up error. However, val- 
idation of derived variables can only be done properly 
by comparison with measurements. This has been done 
by comparing with the GPCC data set [Rudolf, 1995], 
which is one of the most reliable precipitation data sets. 
The zonal averaged precipitation pattern is well simu- 
lated by the ECHAM relaxation experiments, although 
locally some large differences exist. 

The problem of selecting satisfying relaxation coeffi- 
cients for assimilation is a key issue. We have shown 
that too strong relaxation coefficients reduce the global 
averaged precipitation and evaporation and the vertical 
exchange of tracers. This implies that the model physics 
should not be too much dominated by the relaxation 
process. On the other hand, too weak relaxation, as in 
experiment 6, will worsen the agreement with the ob- 
servational data. We consider the relaxation coefficients 

as used in experiment 5 to be a good compromise. In 
this experiment we used a value of 1.10 -5 s -x for tem- 
perature, 0.5.10 -4 s -• for divergence and 1.10 -4 s -• 
for vorticity and surface pressure. The model performs 
better if the relaxation coefficient for temperature is 
relatively small, since the precipitation and the vertical 
exchange in convective clouds appear to be sensitive to 
the magnitude of this coefficient. It has been shown in 

Figure 6 that with a temperature relaxation coefficient 
of 1.10 -5 s -i, the relaxation forcing does not dominate 
the diabatic heating term. 

Inconsistencies between the ECMWF first-guess data 
and the ECHAM model may have produced some ar- 
tificial forcings. Close to mountainous terrain the flow 
will be different for an envelope orography model than 
for one using mean orography. These differences are 
not entirely canceled out by simple vertical interpola- 
tion. The ECMWF data used for the assimilation have 

been generated by T106 model runs. Although trun- 
cated to T21, these data will contain more information 
about smaller scales than ECHAM which has been run 

at T21 resolution. Therefore by using these data for as- 
similation, ECHAM is forced to adjust to scales which it 
in principle cannot reproduce. Better agreement can be 
expected if the resolution of the model and the analyses 
are the same. Results of higher-resolution experiments 
will be discussed in forthcoming papers. 

Despite the fact that the proposed method has some 
major drawbacks, we think that it is promising com- 
paring specific episodes during measurement campaigns 
with climate models. The method is very simple and 
practical to apply. Only little additional computer time 
is required. Additional research should be done to im- 
prove results for the tropics. In its current setup the 
method is appropriate to validate ECHAM data with 
measurement in the northern hemispheric extratropics. 
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