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Abstract 
Corruption presents one of the biggest challenges of our time, and much hope is placed in 
Artificial Intelligence (AI) to combat it. While the growing number of AI-based anti-corruption 
tools (AI-ACT) have been summarised, a critical examination of their promises and perils is 
lacking. Here, we argue that the success of AI-ACT strongly depends on whether they are 
implemented top-down (by governments) or bottom-up (by citizens, NGOs, or journalists). 
Top-down use of AI-ACT can consolidate power structures and thereby pose new corruption 
risks. Bottom-up use of AI-ACT has the potential to provide unprecedented means for the 
citizenry to keep their government and bureaucratic officials in check. We outline the societal 
and technical challenges that need to be overcome to harness the potential for AI to fight 
corruption. 
Keywords: Anti-corruption; Digital Technologies; Open Government Data; Artificial 
Intelligence; Power 
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Corruption – commonly defined as the abuse of entrusted power for private gains1,2 – 
presents one of the biggest societal and political challenges3–5. While vast (financial) efforts 
have been invested in the fight against corruption, they have shown little signs of success6,7. 
Advancements in the field of Artificial Intelligence (AI), defined here as “systems that display 

intelligent behaviour by analysing their environment and taking actions – with some degree of 
autonomy – to achieve specific goals”8 provide a new beacon of hope. Using AI technologies 
in the fight against corruption can bring a long-awaited transformative change, so the 
aspirations read. Indeed, already praised as “the next frontier in anti-corruption”9, governments, 
donor organisations, and non-governmental organisations (NGOs) have begun implementing 
AI technologies in anti-corruption efforts10,11.  

In this Perspective, we (a) summarize the main reasons for hope of AI technologies 
positively transforming anti-corruption efforts, (b) highlight challenges to be met and (c) draw 
attention to the diverging effects of AI technologies on existing power structures when used 
top-down (e.g. by governments) versus bottom-up (e.g. by civil society organizations).   

AI-based anti-corruption tools, labelled AI-ACT henceforth, are appealing for fighting 
public corruption (see Box 1 for an explanation of different corruption types). Namely, AI has 
three key advantages over traditional anti-corruption efforts. First, AI systems, such as 
machine-learning, can be imbued with autonomous learning abilities. Hence, unlike static 
information communication technology (ICT), AI can independently execute various tasks 
previously reserved to human actors12. Many researchers and policymakers expect these 
autonomous learning abilities to detect and even predict corruption (risks)13,14. Indeed, 
innovative projects showcase that AI-ACT can learn and automatically detect risk zones for 
corruption15 and already use a large corpus of news media reports16, police archives17, and data 
from financial authorities15 to predict embezzlement or bribery. 
Box 1 - Distinction between Public and Private Corruption Types Corruption is an umbrella term that encompasses many different behaviors18,19. Successful anti-corruption requires specifying the respective type of corruption at hand20. One main distinction pertains to whether corruption occurs in the private or the public sector. Private corruption refers to abuses of power not entrusted within the public sector, such as embezzlement by managers or bribe payments in business-to-business transactions.  Public corruption refers to abuses of entrusted power for private gains in the public sector. For example, public corruption ranges from heads of states embezzling public funds to lower-ranking public officials like traffic police officers requesting bribes. This Perspective focuses 
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on public corruption as most tools have been developed to tackle it, and it arguably presents the more harmful type of corruption for society.  
Second, thanks to growing computing power, AI can analyse data sets of 

unprecedented size. This computational ability plays a crucial role in keeping track of newly 
emerging complex corruption schemes, such as kleptocrats using intricate webs of shell 
companies to hide their ill-gotten gains21. In an increasingly digitised world, fighting crime like 
corruption turns into an arms race of technology22,23 and thus, the demand for AI tools to fight 
corruption grows14,24. Fuelled on a growing body of available data14,24, AI systems can help 
classify and detect corrupt activities. For instance, Microsoft recently announced its Artificial 
Intelligence Technology Solutions project offering its anti-corruption products to 
governments25. AI tools can also sift through large data leaks such as the Pandora Papers to 
unveil corrupt patterns25 – a task infeasible for humans alone26. 

Third, AI is, in principle, impartial. Human decision-makers, in particular, those 
holding public offices, often face conflicts of interests. Research in behavioural science has 
provided ample evidence that humans tend to bend moral rules for their benefit, especially when 
(financial) temptations existmeta-analysis: 27 or under time pressuremeta-analysis: 28. Algorithms, 
however, pursue no self-serving interests and process information in a “disinterested” way29. 
They furthermore make decisions consistently, unaffected by time pressure or fatigue30. 
Therefore, it is appealing to replace human decision-makers with AI, especially in contexts 
where corruption is widespread. In such contexts, those actors tasked with fighting corruption 
often fall prey to high levels of corruption themselves: a so-called corruption trap emerges3,31. 
It ranges from police officers halting investigations for bribes to prosecutor generals selectively 
pressing charges based on political agendas. AI has unprecedented potential to help escape this 
corruption trap. Namely, with no human-in-the-loop32, the process of AI-ACT cannot be 
tampered with by human decision-makers. 

A burgeoning hype kill? 
Yet, signs of a potential hype kill are already in sight. Interest in AI has experienced 

several “AI winters” when technological advancements could not live up to the high 
expectations33. And such could become the case for AI in the fight against corruption. Besides 
this general risk of reality and expectations diverging, three unique challenges exist for AI-
ACT.  
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The first one is a data challenge. Obtaining valid and reliable data to establish a ground 
truth presents a particularly thorny challenge for corruption. Extensive research has debated 
what indicators serve as valid proxies for corruption and how to measure a phenomenon that is, 
per definition, hidden from plain sight34. An illustrative example stems from Brazil, where the 
project MARA uses machine learning to calculate an individual-level corruption score based 
on previous conviction data35. Training a machine-learning algorithm on past convictions pays 
dividends when authorities impartially sanction corrupt practices. However, such data sources 
typically suffer from biases, for instance, when political agendas drive investigations, 
prosecutions, and convictions of corruption35. Similarly, media reports about corruption often 
reflect the journalistic quality or media freedom rather than an accurate representation of 
corruption occurrences in the respective country36. Documenting and eventually reducing such 
biases requires an observable ground truth, which is difficult to establish for corruption. 

The second is an algorithm challenge. Choices made by intelligent algorithms often 
have far-reaching, value-laden consequences36,37, especially when it comes to corruption36,37. 
As with any classification algorithm, AI systems seeking to categorise cases into “true” versus 

“false” face a trade-off between false-positive and false-negative errors37,38. For AI-ACT, false-
positive errors, the wrong classification of innocent individuals as “corrupt”, come with a 

particularly strong stigma39. Once publicised, those accused of corruption tend to be 
prematurely prosecuted in the court of public opinion. They, thus, suffer irreversible reputation 
losses. Wrongful accusations might also reduce citizens’ trust in such AI-ACT. Conversely, 
false-negative errors come with the cost of leaving actual corrupt cases undetected, which 
means non-negligible costs for public institutions or society39,40. Just consider if an algorithm 
employed by the government fails to detect blatant corruption cases. The public might quickly 
turn against it, suspecting that those in power tinker with the AI system. Consequently, avoiding 
backlash against AI-ACT requires a balancing act of minimising false-positive versus false-
negative error rates. 

Third, a human challenge exists. Implementing AI-ACT is not a trivial task because 
algorithms never operate in a vacuum but are embedded in socio-institutional contexts39,40. 
Harnessing the potential of AI-ACT requires setting a suitable degree of autonomy yielded to 
the algorithms: A tension exists between the ethical principle of keeping humans in control of 
decisions40,41 versus letting AI decide autonomously to escape the aforementioned corruption 
trap. In all public domains where AI makes societally relevant decisions, such transfer of 
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decision authority from humans to algorithms requires legitimacy. Wielding autonomy to AI 
removes established checks and balances, which increases the risk of harmful outcomes such 
as false corruption accusations. Consequently, people often distrust AI to make final decisions 
in the public domain42. Also, for those humans working in hybrid teams with AI systems, 
relying on AI can lead to “algorithmic dumbfounding”43 as humans might blindly follow 
algorithmic recommendations. 

Unique about AI-ACT is that delegating responsibility to the AI system might lead to 
human-decision makers losing their ability to make decisions adequately and lacking the 
holistic aspects of the task44. For example, when corruption detection becomes increasingly AI-
based, humans might lose the skill of sniffing out a bribe offer based on indirect speech acts45. 
Another human risk of AI-ACT is that public officials might feel less responsible for engaging 
in anti-corruption activities like whistleblowing themselves. 
AI for top-down versus bottom-up and its different effects on power structures 

The promises and perils outlined so far apply to both government-led top-down and 
citizen-led bottom-up anti-corruption approaches (see for more details on both types of 
approaches Fig. 1). However, a significant difference emerges when analysing the use of AI 
systems in the fight against corruption through a social science lens that puts power centre 
stage46. AI-ACT used in top-down efforts risks reinforcing existing power structures, whereas 
AI-ACT used in bottom-up efforts might help shift them.  

When it comes to the excitement around top-down use of AI-ACT, a widely 
unacknowledged concern deserves attention: using AI-ACT top-down can lead to a 
consolidation of power, which introduces new (corruption) risks. Be it governments or 
companies, power rests with those who have data and code47–49. While AI-ACT are set up to 
mitigate the harm of corruption, they are run by powerful institutions that pursue their own 
agendas47, such as governments seeking to remain in office. 

A characteristic of top-down AI-ACT is the technical infrastructure of access and 
aggregation of (sensitive) data combined with powerful algorithms enabling unprecedented 
surveillance and control48,49. Commercial providers explicitly promote their top-down AI-ACT 
services to governments as tools for “more effective controls”50. The “Zero Trust” project 

introduced by the Chinese government to stamp out corruption among its workforce of over 60 
million public officials allows a glimpse into such tools in action11,51. It employed AI tools that 
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cross-referenced 150 protected databases, featuring public officials' bank statements, property 
transfers, and private purchases, to calculate probabilities of corrupt activities. This example 
illustrates that access and aggregation of (private) databases facilitate the pursuit of corruption 
– which is true for most top-down AI-ACT. 

Therefore, the technical infrastructure of AI-ACT provides new means of consolidating 
power, which poses new risks of abuse. Extensive empirical evidence across disciplines 
illustrates that concentration of power tends to breed power abuses52,53, review: 54 – encapsulated 
in the famous adage that “power corrupts; absolute power corrupts absolutely”55. So-called “Big 

Brother Effects” can emerge too44, where governments use AI tools to monitor and weave out 
political opposition44. Indeed, econometric evidence supports the corruption risks of such 
digital surveillance infrastructure56. Hence, under the guise of fighting corruption, governments 
(and companies) might use AI to consolidate power and undermine instead of strengthening 
democratic institutions. 

Such risks are particularly pressing in socio-economic contexts characterised by a weak 
rule of law56. Here, AI-based anti-corruption campaigns “are primarily used by incumbents to 

target political opponents – algorithms may simply help governments to crack down on critics 
more efficiently”57. One of the biggest challenges for anti-corruption efforts in corrupt contexts 
is that those in power abusing it for private gains have little incentive to change the power 
structure and reduce corruption31. Especially when the rule of law is weak, AI systems tend to 
reinforce societal power structures47, new risks for power abuses emerge, and gaps in 
inequalities widen. 
Are AI-ACT in bottom-up efforts flipping the script?  

Although several reasons for scepticism exist when governments employ AI-ACT top-
down, more optimism is warranted about how AI-ACT can support bottom-up initiatives58. 
Bottom-up approaches seek to reduce corrupt practices by analysing the given socio-cultural 
context and support existing efforts by civil society organisations, NGOs, and investigative 
journalists36,59,60. Enabling protest and other forms of collective action are crucial for 
democratic regimes to emerge61 and corruption to diminish62. 

In contrast to top-down AI-ACT, where governments scrutinise public servants and 
citizens63–65, bottom-up AI-ACT can flip the script. They allow citizens to organise better and 
scrutinise their government (officials). Here lies a unique potential of AI-ACT. Instead of the 
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government taking the role of a Big Brother, AI-ACT used in bottom-up efforts can allow the 
public to turn into watchdogs, keeping the government in check. 

Promising cases of AI systems assisting bottom-up approaches to fight corruption are 
starting to appear64. In Ukraine, the portal Dozorro draws on AI to flag public procurement 
tenders with high corruption risks and communicate them to the public66. In Brazil, the 
Tweetbot “Rosie da Serenata” automatically analyses publicly available government data on 
reimbursement claims of government officials and autonomously detects suspicious cases67. It 
tweets such cases out and encourages its followers to investigate them further35,65. In Nigeria, 
the DataCrowd project applies AI technology like computer vision and, in the future, Natural 
Language Processing (NLP) to enable citizens to monitor public projects and reduce 
corruption24,36. 
How to increase the success of bottom-up AI-ACT? 

Achieving the potential of bottom-up AI-ACT to shift power structures and reduce 
corruption requires data to fuel the algorithms. Public administration around the world is 
becoming increasingly digital68. E-government initiatives, open data programs, and citizen-
driven crowdsourcing efforts render more data publicly available68,69. While this is a laudable 
trend, the vast majority of data remains undisclosed and in the hands of governments or 
companies. This lack of available data hinders bottom-up AI-ACT from unleashing their 
potential. 

Data sources, currently not used to fight corruption, could be employed for bottom-up 
AI-ACT in the future. Consider so-called data traces70. Digital technologies like smartphone 
apps or sensors embedded in people’s daily lives collect and store traces of human behaviour. 
Such digital data traces feature social media communication, geospatial data, browser history, 
and contextual data about when, where, and how behaviour occurs71.  

First legal frameworks (e.g., the European Union’s General Data Protection Regulation) 

mandate that digital platforms provide users with a copy of their data and allow them to access 
it via “data download packages” (DDPs). Encouraging people to “donate” such DDPs is a 

growing trend in social science research72 and could also enable AI-ACT initiatives. For 
example, data traces that reveal people’s geospatial movement patterns could help identify 
flaws in public infrastructure that can hint at corrupt public construction processessimilar project: ,73. 
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Future apps could also automatically log interactions between citizens and public officials to 
document cases or risks of corruption. Such efforts could scaffold on existing apps like “Siri, 

I’m being pulled over,” which automatically records citizens’ encounters with police officers74. 
Soon, the scope of such apps could be extended to other public domains.  

Such efforts could provide valuable data, particularly for bottom-up efforts, to train 
algorithms about the predictors of corruption, including specific offices, regions, and sectors. 
Using data traces should be accompanied by a broad public discussion about which data sources 
should be used and which ones should be off-limits. Research assessing people’s views about 

the emerging moral trade-offs between fighting corruption and infringing on people’s privacy 

can aid such efforts. 
A second requirement is to foster and sustain collective action. Successful collective 

action, in general, requires the mobilisation and sustained engagement of citizens75. Fighting 
corruption further involves the promotion of not only transparency but also accountability. It 
has long been assumed that the growing availability of information will enable citizens to 
educate and coordinate themselves in the fight against corruption76. Yet, transparency alone 
does not suffice to curb corruption77,78. Whether prosecutors, journalists, or civil society actors, 
someone needs to draw inferences from data to render it actionable for policy efforts79. 
Transparency on paper needs to be turned into action to advance accountability78, as 
transparency without accountability is like the “sound of one hand clapping”80.  

AI-ACT can help to foster both transparency and accountability. Traditional – non-AI-
based – collective action efforts like crowdsourcing platforms already hint at the immense 
potential to promote transparency with the help of technology. Digital crowdsourcing tools have 
enabled citizens to report many corruption cases81. For example, via the Trade Route Incident 
Mapping System (TRIMS) in Nigeria82, truckers and small traders could use their phones to 
report when and where they were extorted to pay bribes in traffic checkpoints. 

AI tools could help such transparency efforts by facilitating the reporting of corruption 
cases. Extending previous tools that used written corruption reports, AI-based efforts could 
draw on chatbots or voice-bots that ask about the crucial aspects of the case. This AI integration, 
in turn, could lower the initial threshold to report and render the collected data more useful. 
Other multimedia inputs are possible too. In Mexico, a smartphone app enabled citizens to 
document shortcomings in public infrastructure by taking short videos and geo-tag them83. 
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NLP-technology and classification algorithms could automatically extract opinions, sentiments, 
or geospatial patterns from such reporting and extract relevant information for policy efforts. 
Such functionality has been piloted in a project on AI-assisted citizen engagement in Nigeria73. 
Besides motivating people to report corruption, AI-ACT can autonomously do the reporting 
itself, as is already the case for the Tweetbot “Rosie da Serenata” that automatically tweets 

about suspicious expense claims by Brazilian parliamentarians.  
Such collective action efforts need to be sustained to have a lasting impact. Here, the 

non-AI-assisted reporting efforts provide a warning sign. The engagement often fizzles and, in 
many cases, dies out altogether. A common difficulty for such collective action efforts is to go 
beyond the initial mobilisation phase and keep people engaged. As a case in point, the website 
of the TRIMS project is no longer accessible.  

AI systems could elevate such past efforts and turn the initial enthusiasm of 
crowdsourced reporting projects into more sustained efforts. AI agents have already become 
part of online (political) communities84. For collective anti-corruption efforts, AI agents could 
particularly take the role of a “dedicated motivator” who keeps others engaged – a crucial part 
of any social movement75. For instance, it could send personalised messages tailored to each 
citizen based on previous activities to motivate re-engagement. Such personalised messaging 
has already shown first success in other crowd-civic efforts85.  

Finally, beyond mobilising citizens to report corruption and fostering transparency, AI-
ACT can also spur accountability. Pilot projects on Twitter provide a blueprint for such efforts 
seeking to animate people to participate in activism against corruption. AI text-classifiers can 
detect posts about corruption on Twitter, which helps to identify those with interest in (anti-
)corruption86. One step further, the Botivist project programmed a Tweetbot that contacted 
people tweeting about corruption and impunity87. The conversational agent then encouraged 
them to engage in collective action against corruption, such as signing petitions. It also invited 
Twitter users to brainstorm solutions for corruption and suggested collaborations, thereby 
facilitating social activism. Overall, the bot achieved a 45% response rate hinting at the potential 
of using AI to mobilise citizens for collective action against corruption. 

Akin to top-down implementation, the success of bottom-up AI-ACT depends on the 
socio-economic context. Digital collective action typically requires a smartphone, internet 
access, and technical skills – prerequisites unevenly distributed within and across societies 
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around the world36. Furthermore, such technology-based anti-corruption efforts flourish in 
countries with high media freedom87 and freedom of expression. 
Future Scenario: Coupling AI-ACT with other technologies 

A big upside exists in coupling AI-ACT with other digital technologies, especially those 
that can offset AI’s limitations in transparency and privacy. As outlined, AI-ACT requires 
access to or publication of (private) data. However, such data transparency can pose a risk to 
individual privacy. For instance, unmasked data leaks, such as some data exposed on Wikileaks, 
neglected privacy concerns88. Hence, for AI-ACT, a trade-off between transparency and privacy 
emerges89. Distributed ledger technologies (DLT) such as blockchain can alleviate this tension. 

DLT are data storage systems that use peer-to-peer networks of independent nodes90. 
Every network node stores an identical copy of the database. Since all entities such as individual 
people, companies, or institutions like NGOs can operate a node, they secure the network91. 
Nodes independently validate transactions on the network through an algorithmic con­sensus 
mechanism. For example, “Proof of Work” proves that nodes expended computational energy 

to validate transactions. These transactions are then stored in a timestamped chain of blocks: a 
blockchain. Through cryptography, the records are immutable and cannot be tampered with by 
malicious actors90,91. By pseudonymising transactions and publicising records, DLT can 
contribute to privacy92 and transparency93. 

In permissioned DLT, nodes are operated by centralised entities. Such technologies 
have successfully been implemented top-down in public administration94,95, review: 96, inter alia 
to reduce corruption97. For example, the government of Georgia has transferred its land registry 
into a permissioned DLT98. This move brings with it benefits for AI-ACT. It provides a secure 
database with timestamped transfers of records that enable immutable proof of ownership. Such 
high-quality data, transparently available and privacy-preserving, is the perfect fuel for AI-ACT 
to detect patterns of corruption. However, such implementation of DLT still hinges on the 
quality of the institutions that implement it. Namely, permissioned DLT are still prone to 
corruption risks based on transaction forgery, data manipulation, and censorship stemming from 
the centralised institution’s opportunistic behavior99. 

Let us sketch a future scenario in which permissionless DLT and AI join forces to 
unleash the full potential of confronting corruption with digital technologies. For starters, DLT 
could help achieve an age-old goal of anti-corruption efforts: “follow the money”. Consider 
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that public procurement accounts for 30 to 50 per cent of public spending globally100, 
amounting to approximately $11 trillion awarded in government contracts annually101. Corrupt 
activities divert a sizable portion of that public money into private pockets. Imagine a 
government introducing a blockchain-based public expenditure tracking system. Like already 
existing DLT projects that track supply chain management in the private sector97, future DLT 
could store all public procurement expenditures and related sub-contracting transactions. The 
government pays a small fee to incentivise node operators to store transaction data by 
governments and companies in a transparent, tamper-proof database102. Average citizens can 
become network nodes and are empowered to secure the database. AI tools, in turn, can 
autonomously audit the downstream transaction flows for corruption. One possibility for new 
forms of AI-based accountability is that after completing an audit of public procurement 
contracts, AI-ACT rewards the involved public officials with “integrity tokens” for delivering 

public services as promised. 
Current-day technologies hint at the potential to create such possible futures. It is largely 

a policy decision whether they will come to fruition. Here, (funding for) AI research plays a 
crucial role towards such seemingly utopian versions of the future44. Whether AI systems can 
deliver on the hope of reducing corruption depends on developing such technologies. From an 
economic perspective, an essential question is whether economic demand for AI systems to 
monitor citizens supersedes the incentives for tools to empower citizens and facilitate collective 
action. Typically, such market demands are transmitted to AI researchers who thus either work 
on AI systems to consolidate existing power structures or help shift them towards the 
citizenry32. Funding for research projects on AI tools for bottom-up efforts to fight corruption 
thus marks an essential proximate step.  

Conclusion 
Already lauded as the next frontier in anti-corruption, using AI technologies to curb 

corruption is still in its infancy. Therefore, nascent decisions about using AI-ACT will shape 
how it affects (future) societies. We argue that top-down implementation of AI-ACT tends to 
consolidate existing power structures and, in turn, creates new risks of power abuses. This risk 
is especially prevalent in contexts where corruption is the rule rather than the exception. Here, 
top-down AI-based anti-corruption tools can be misappropriated by governments to enhance 
digital surveillance, suppress opposition, and undermine democratic liberties. In highlighting 
these perils, we argue that top-down AI-ACT must be introduced with extra caution. A concrete 
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recommendation for responsible top-down implementation of AI-ACT consists of ensuring 
active involvement of all relevant societal stakeholders, hence, having “society in the loop”103. 
Such a citizen-centred approach reduces the risks of abuse and heightens the legitimacy of such 
tools.  

Bottom-up efforts take citizens’ interests as their starting point. This starting point does 
not guarantee that these citizen-driven efforts succeed or are necessarily legitimate. Just 
consider that the advent of social media was similarly met with excitement for its promised 
democratising role103. Along these lines, bottom-up efforts using AI-ACT might go awry, such 
as programs to report corruption could lead to denunciation campaigns. Yet, when implemented 
responsibly, AI-ACT has the potential to become a driving force to mobilise previously 
apathetic citizens into new efforts to keep power holders accountable. Even in contexts where 
corruption has become endemic, citizens, NGOs, and journalists courageously engage in 
collective action against corruption. Supporting such efforts with AI-ACT could boost their 
chances of success. We hope that more AI developers join the anti-corruption community to 
explore the potential of enriching existing bottom-up initiatives with the power of AI 
technology.  
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