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1 Introduction

Let X be a smooth compact Kéhler manifold. Quantum cohomology is a deformation of an
ordinary cohomology of a space X, which is computed mathematically via an analysis of
intersection theory on the moduli space of pseudoholomorphic curves on X, and interpreted
physically in terms of the operator product of a topological field theory: the A-twisted
nonlinear sigma model (NLSM) with target X. The physical interpretation has two important



consequences. First, it means that there is a set of observables in a non-trivial quantum field
theory — the NLSM with target X — that can be calculated using a rigorous mathematical
framework. Second, the physical perspective can give new insight into the structure of
quantum cohomology.

This is familiar when X can be described as a phase of a gauged linear sigma model
(GLSM) [1]. In this situation its quantum cohomology can also be determined in other phases,
which may correspond to different geometries or have a non-geometric description. This
holds because the GLSM A-model correlation functions are meromorphic functions of the
complexified Kéhler parameters, and it should be possible to calculate them in any particular
phase.! When X is a Fano space, the GLSM’s complexified Fayet-Iliopoulos (FI) parameters
have a non-trivial renormalization group (RG) running. As we review below, it is possible
to choose parameters such that for many decades of the RG scale the GLSM RG flow is
close to that of the NLSM with target X, and the running FI parameters of the GLSM are
mapped to the complexified Kéhler parameters of the nonlinear sigma model. The GLSM
allows us to follow the running of the FI parameters through a region of strong coupling and
provides a description of the low energy physics. Since the topological sector of the theory
is RG-invariant, we should be able to extract the quantum cohomology relations from this
description. When X can be realized as a phase of a GLSM without superpotential, meaning
for example a Fano toric variety, Grassmannian, or flag manifold, then the low energy physics
is a set of massive Coulomb vacua, and the quantum cohomology relations can be computed
using purely algebraic methods as the Jacobian ideal associated to a one-loop twisted effective
superpotential [2]. For Fano spaces X described by GLSMs without a superpotential, these
methods are by now standard in the community.

The goal of this paper is to extend these computations of quantum cohomology rings
to the case when X is a Fano hypersurface in a projective space, where the low energy
dynamics involve both Coulomb and Higgs vacua, with the latter typically giving a non-trivial
superconformal theory. Extensive mathematics results on quantum cohomology rings exist
for such cases, and we check our computations by comparing to those results. It should
be possible to generalize our work to the situation where the projective space is replaced
by a more general toric variety.

We begin by reviewing some aspects of GLSM RG flow and set out our conventions in
section 2. In section 3 we outline the basic ideas behind the mixed Higgs-Coulomb branch
computations we describe in this paper. We will extensively test our methods in GLSMs
describing hypersurfaces in projective spaces, as the mathematics community has extensive
results for both quantum cohomology rings and Gromov-Witten invariants in complete
intersections in projective spaces (see e.g. [3-6]). To that end, in section 4 we review pertinent
mathematics results, against which we will compare later. In section 5 we describe our physical
computations. The vector space structure underlying the quantum cohomology rings in the
IR phase will arise from a combination of both Coulomb branch states as well as Landau-
Ginzburg orbifold states. We extend the dictionary between operators and cohomology classes

'This was confirmed for Calabi-Yau hypersurface examples in [2] by summing the gauge instanton sums.
In that case a choice of phase determines the topological sectors that contribute to the correlation functions,
and while each sum has a different region of convergence in the space of complexified Kahler parameters, they
all lead to the same set of meromorphic correlation functions.



of [2], and we describe the computation of spectra and give general arguments explaining
why those spectrum computations and the operator products should reproduce the known
mathematics results reviewed earlier. To further convince the reader, in section 6 we check our
methods and computations by applying them to several concrete examples of hypersurfaces
in projective spaces. We emphasize that our methods apply in generality.

Finally, in section 7 we outline attempts to apply these same methods to two other
analogous quantities which can be computed in GLSMs, namely quantum K theory and
quantum sheaf cohomology. In both cases, the methods we have described so far do not
completely suffice to fully capture the rings, but we do capture some of the structure. We
leave the complete determination of the rings in those cases for the future.

2 GLSM background

2.1 Remarks on phases and RG flow

In this work we consider the case when X is a Fano hypersurface in a projective space, and
the non-linear sigma model is asymptotically free. To that end, let us take a moment to
review some aspects of RG flow. We define the theory at a fiducial energy scale g with
a Lagrangian based on a metric gg, and the non-linear sigma model Lagrangian is weakly
coupled in the ultraviolet (UV) regime, when the RG scale p is taken to be large compared
to pp and the metric g(u) flows to large volume. On the other hand, as we take p small
compared to g, the theory flows to strong coupling, and we cannot use the Lagrangian
to determine the full dynamics in the infra-red (IR) regime. The topological twist allows
us to isolate a sector of the theory that is insensitive to the RG scale, and together with
supersymmetric localization gives a method to calculate correlation functions and operator
products of the corresponding set of operators in terms of the quantum cohomology relations.

While this is already a highly non-trivial statement about the low energy limit of the
NLSM, it does not determine the nature of the IR fixed point of the RG flow, and we must
use other methods to get insight into the low energy dynamics. On the other hand, any
other putative description of the IR fixed point should be able to reproduce the topological
field theory results. By comparing the topological computations made in the UV NLSM
description with those in the IR description we can hope to achieve two goals. First, we
can test the claim that the two descriptions really describe the same fixed point. Second,
we can find structures in the topological field theory that may not be apparent from the
NLSM description. Of course to get the idea off the ground we need a guess or a method
to find an alternative description of the low energy dynamics that does not require us to
use the strongly-coupled NLSM Lagrangian.

One such method is to embed the RG flow in a gauged linear sigma model. Suppose X
is a complete intersection in a toric variety V. Then we can write down a two-dimensional
abelian gauge theory with (2,2) worldsheet supersymmetry such that for many decades of
the RG scale p the gauge coupling is small, and the (2,2) vector multiplets are very massive,
such that when we integrate out the massive degrees of freedom, the light fields are described
by a non-linear sigma model with target space X equipped with a Kéahler metric whose
Kéhler class is determined by the Fayet-Iliopoulos parameters of the gauge theory. It is then
reasonable to conjecture that the GLSM and the NLSM will have the same IR fixed point.
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When the GLSM is weakly coupled it makes sense to study the pattern of gauge symmetry
breaking and its dependence on the Fayet-Iliopoulos (FI) parameters. As is well-known [1, 2],
the relevant structure is the secondary fan associated to the toric variety, which leads to a
division of the linear space of Fayet-Iliopoulos parameters into cones that have come to be called
“phases”. Classically this is an apt term, since the geometric interpretation of the different
cones can be radically different: crossing a phase boundary can lead to topology change, or
to a non-geometric regime, or it can even lead to an apparent supersymmetry breaking, and
thus the geometric description must break down at the boundary itself. Quantum effects
qualitatively modify this classical analysis: the FI parameters are complexified by #-angles,
and while there may be a complex co-dimension 1 locus in this complexified parameter space
where the theory is singular, there are no walls separating the various phases — instead
the phases are separated by regions of strong coupling.

This discussion is well-known when X is a Calabi-Yau manifold, so that the NLSM
flows to a (2,2) superconformal field theory (SCFT), and the FI parameters of the GLSM
do not flow under RG. In that situation the different phases describe limits where the
GLSM gauge fields can be reliably integrated out to yield an effective description of the
low energy physics. Since the phases are smoothly connected, this provides a relationship
between disparate corners of the SCFT complexified Kéhler moduli space. For example, the
Calabi-Yau/Landau-Ginzburg (LG) correspondence can be understood in this fashion.

The results also apply when the FI parameters run, albeit with a different physical
interpretation which is perhaps a little bit less familiar.? Let us consider the case when
X =P", where the GLSM is a theory of n + 1 chiral multiplets, each coupled with charge +1
to a single vector multiplet. The theory has a gauge coupling ¢ of mass dimension 1 and a
complexified Kéhler parameter 7 = ir+6/2m, and it is convenient to work with the exponential

2miT

parameter ¢ = e>™7. This parameter runs with the renormalization scale p according to?

n+1
ot = (12) " o). (2.1)

Equivalently, the GLSM has a dynamical scale A satisfying
A" = g () (2:2)

When p > A, then the gauge degrees of freedom are massive, with mass proportional to
elog(u/A), so that we can reliably integrate them out, leading to an effective description of the
light degrees of freedom as a (2,2) P™ NLSM at scale p with the exponentiated complexified
Kéhler class given by ™) At a fixed scale p the GLSM and NLSM are of course distinct,
and to precisely match the two RG flows we should take the ¢ — oo limit while holding
and 7(p) fixed. Although this means the gauge theory is no longer weakly coupled, it is
believed that the limit does not lead to any pathology.?

2Although less familiar, the discussion goes back to [1, 2]. A pedagogical presentation is given in [8].

3This running is the result of a one-loop computation. Since 7 appears as a coupling in a twisted chiral
superpotential, we expect there exists a renormalization scheme in which this one-loop running is exact.

4An argument in favor of this belief is the successful matching of the A-model topological sector in the two
descriptions: this must hold if the ¢ — oo limit is sensible because in the A-model associated to the GLSM
the dependence on ¢ is BRST-exact.



Remarkably, we can also obtain an effective description when p < A, which corresponds
to |g(p)| — oo and r(p) < 0. In this phase there are no “Higgs” vacua, i.e. ones where
the chiral multiplets take on non-zero expectation values, and instead there are “Coulomb”
vacua, where the complex scalar field o that resides in the vector multiplet acquires an
expectation value determined by an effective twisted superpotential obtained by integrating

out the chiral multiplets [2, 7]:
o n+1
(2)" =aw. (2.3)

7

This result passes an important consistency check: when |g(u)| > 1 these expectation values
are such that in every vacuum the chiral multiplets have a mass much larger than u, and thus
could be consistently integrated out. On the other hand, when |g(1)] < 1, these Coulomb
vacua are absent. Bringing the pu-dependence to the right-hand-side, we obtain the relation

o™ = () = A" (2.4)

and, as pointed out in [9], this way of writing the relation gives it a manifestly RG-invariant
form.

It is then natural to conjecture that the low energy limit of the (2,2) P NLSM is a
supersymmetric gapped theory with n 4+ 1 massive vacua characterized by (2.3), and we can
test the prediction by comparing the descriptions of the topological sector. Recall that in the
A-model the local observables can be written as Olw], where w is a de Rham cohomology
class. For the P™ the local A-model observables are generated by powers of O[n], where n
is the hyper-plane class normalized so that

(OMl(p)OMnl(p2) - - - Olnl(pn)) = 1. (2.5)

Here the p; denote the insertion points on the worldsheet; since the correlation functions in
the topological field theory are independent of the insertion points, we will drop them in
what follows. Denoting by ¢ the complexified Kéhler class, the remaining non-zero correlation
functions take the form

<O[n]n+m(n+1)> — 2mitm (2.6)

This can be reproduced by a localization computation in the IR description based on the
Coulomb vacua [9, 10]: the local observable is ¢ = o/u where p is the scale at which
we match the P NLSM and GLSM descriptions, and the calculation yields the non-zero
correlation functions

(@t t) = ()™, (2.7)
and we can identify the two descriptions as follows:
On] < 7, X s q(p). (2.8)

In either description, the topological correlation functions are entirely determined by the
normalization of the correlator with m = 0 and the quantum cohomology relations

O™+t =™, "t =q(n). (2.9)



Note that the P™ model also has a dynamically generated scale, and in interpreting the first
relation in the physical theory we can also express it in terms of that scale. Since we will be
making our identifications in the topological theory, we will simply work with the parameter
q, and we will also write o for the observable instead of &. It is not difficult to restore the
dynamical scale if one wishes to interpret the results in the physical theory.

The analysis of the P" theory readily generalizes to Fano toric varieties, Grassmannians,
and flag manifolds, and it is possible to extend it to treat the cases when X is a compact
complete intersection Calabi-Yau manifold — indeed, that was the primary motivation for
the seminal works in the subject [1, 2]. In this paper we generalize the results to the situation
when X is a Fano hypersurface in P”. The main novelty from the physics point of view
is that the IR description, based on the GLSM construction, has contributions both from
the massive Coulomb vacua and from a superconformal sector — namely (a,c) states of a
LG orbifold SCFT. Because the quantum cohomology of such X has been computed in
the mathematics literature, we are able to check our computations and realize both of the
broad goals mentioned above: first, we provide a non-trivial check on the proposal for the IR
dynamics; second, we find a different presentation of the quantum cohomology relations that
may provide a useful perspective on quantum cohomology in these and other geometries.

2.2 GLSM conventions

In this section we lay out our basic conventions for the GLSM. While we will leave details of
the supersymmetric action to the references, e.g. [11], we will describe the field content and
symmetries of the gauge theory, as well as some terminology that we will use.

The GLSM we consider can be formulated in (2,2) superspace on a Euclidean worldsheet,
with superspace coordinates (z,0,0 ;z, 0+,5+) and corresponding superspace derivatives
D4 and D4. Chiral fields are superfields annihilated by D .

Consider a (2,2) gauge theory with n + 1 chiral multiplets X; and m chiral multiplets P,
coupled to a single vector multiplet V' with X; carrying charge 41, and the P, carrying charge
—d,, where d, are positive integers with sum d = ), d, < n, with a standard Kéahler potential

_ 1
K =3 |Xie" P+ 37 [Pae™ V[P = ISP, (2.10)
7 a

where ¥ = %E.‘_D_V is the gauge-invariant field-strength multiplet — a twisted chiral
superfield. The Lagrangian also includes the chiral superpotential of the form

W= fj PuGla(X), (2.11)

a=1

where the G,(X) are polynomial in the X fields. Gauge invariance requires G, to be a
homogeneous polynomial of degree d,. The last term we add is the twisted chiral superpotential

i
22

The classical Lagrangian density is then written as

W=

. (2.12)

1 o
L= §/d49K + /d@*dQ*W—i- /d9+d9 W + Hermitian conjugate . (2.13)



Field Charge ‘ Field Charge | Field Charge | Field Charge

T, 0 z,p 0 o +2 o —2
o -1 [ +1 Ay -1 AL +1
P +1 U -1 A +1 A -1

Table 1. Assignment of p charge to the fundamental fields.

2.3 Key symmetries

Our analysis will extensively use two global symmetries of the GLSM: a continuous U(1)y
symmetry, and a discrete chiral symmetry Zs(,41_q)- In this section we describe the origin
and action of both of these symmetries.

The Lagrangian is invariant under a U(1); x U(1)r symmetry, which assigns charges
(1,0) and (0,1) to the superspace coordinates 6~ and 6%, respectively, while assigning charge
(0,0) to the X; multiplets and charge (1,1) to the P, multiplets. More generally, we can
assign charges (qr,qr) to any gauge-invariant operator. While the vector U(1)y, which
assigns charge qy = qr + qr, is a symmetry of the quantum theory, the axial U(1)4, with
charges ga = qr — qr, is anomalous, and only a Zy(, {14y subgroup remains as a symmetry
of the effective action. We call the generator of this discrete symmetry p and write its action
on the gauge-invariant operators as

P Oqpan = ¢ Oy qp » (2.14)

= ¢!m/(n+1=d)  The action of p on the superfields and their components is as follows:

where ¢
p-0T=¢o", p-0-=C¢t0", p-Po=P, p-Xi=X;. (2.15)
We can expand the superfields in components as
Xi=z;+ 0T +07y" +
Py =pa+0T¢% + 074" +
S=0+0tTA  +0 A+, (2.16)

where the --- contain auxiliary fields, the gauge field strength, and other terms determined
by supersymmetry from the lower components. We can then see that p acts on these fields
as in table 1.5

2.4 Phase analysis

The classical phase analysis of this class of theories is simple and involves solving the D-term
and F-terms equations that follow from the Lagrangian:

2o lail® =3 dalpal* =1, (Z if? + Zdipaﬁ) =0,

% 7

Ga(z) =0, Zpa 8% : (2.17)

5Since these are not gauge-invariant fields, the action of p is ambiguous — we can always combine
the symmetry transformation with a gauge transformation. There is no such ambiguity when acting on
gauge-invariant fields.



When r > 0 and the GG, are chosen to be suitably generic, the low energy degrees of freedom
correspond to a non-linear sigma model with target space P"[dy,ds, ..., dy,] — a complete
intersection defined by the vanishing of m polynomials G,. On the other hand, when r < 0,
the low energy degrees of freedom are described by a hybrid theory: a Landau-Ginzburg
orbifold fibered over a weighted projective space Pz;l;m’dm parameterized by the scalar
fields p,. In general this is a rather complicated quantum field theory involving a LG sector
coupled to a non-linear sigma model sector [12-16]. A crucial simplification takes place
when m = 1. In this case the classical description of the massless degrees of freedom in
the r < 0 phase is a Zy LG Orbifold (LGO) which can be studied using the techniques
developed in [17-19].

As we reviewed in the previous subsection, this analysis receives two key qualitative
corrections. First, the complexified FI parameter runs, so that we cannot meaningfully
restrict the analysis to a single phase. Second, the r < 0 phase has additional Coulomb
vacua, and although these are massive, they contribute to the topological sector of the theory,
much like the o vacua in the r < 0 phase of the P" model discussed above. In addition, the
RG running of the FI parameter means that, unlike in the Calabi-Yau setting, we cannot
simply pick a phase to analyze without reference to an energy scale. However, if we fix a
reference scale 19 and the corresponding parameter ¢(uo), we can meaningfully ask about
the both the high energy and low energy limits of the flow: in each limit the FI parameter
is driven into a particular phase, and we call the former a “UV phase,” and the latter an
“IR phase.” We emphasize that the term “phase” here should be understood as a label for a
cone in the secondary fan associated to the toric variety V. We are not discussing any phase
transitions, and the only loose analogy with the thermodynamic phases is that there are
quantities, like those in the topological sector, which can be calculated using a description
based on either the UV or IR degrees of freedom.

In any U(1) GLSM there is a unique UV phase and a unique IR phase.’ In the example
of the P"[d] GLSM the UV phase is geometric, in the sense that for sufficiently large p the
light degrees of freedom are described by a weakly coupled NLSM with target space P"[d].
On the other hand, in the IR phase there are two sectors: a massless sector described by the
LGO, as well as the Coulomb sector. In terms of the GLSM fields the former arises from the
Higgs branch, where the chiral multiplet p acquires an expectation value, while the latter
arise when the scalar ¢ in the vector multiplet acquires an expectation value.

3 A central decoupling observation

For Fano toric varieties, the quantum cohomology ring relations were computed in GLSMs
in [2] in two ways: by summing the gauge instantons in the UV geometric phase, and also
from the critical locus of the one-loop twisted effective superpotential for the ¥ multiplets in
the IR phase. For hypersurfaces and complete intersections, the IR phase is no longer a pure
Coulomb branch, but is instead a mixture of Coulomb and Higgs branches, and both must
be taken into account to reproduce the quantum cohomology structure of the UV phase.

5In a multi-parameter example the IR and UV phases can depend on the choice of ¢(0).



A central idea behind our computations is that deep in the IR, the Coulomb and Higgs
branches are disconnected. Correlation functions are computed” as a sum of Coulomb branch
computations (with vanishing Higgs fields) and Higgs branch computations (with vanishing
o fields). This is ultimately a consequence of certain GLSM bosonic potential terms which
in a U(1) GLSM have the form

jof* > QFoif?, (3.1)

where ¢; is the scalar component of the matter chiral superfield of gauge charge @; (in our
P"[d] example the ¢; can stand for either the z; or the p field). As a result,

o If the ¢; are nonzero and large, then o is massive, hence we take o = 0, corresponding
to the Higgs branch,

o If o is large, then the Higgs fields are massive, corresponding to the Coulomb branch,

and in any event, both ¢ and ¢; are not simultaneously nonzero at low energies. As a
result, in mixed Higgs-Coulomb phases, if ¢ represents a Landau-Ginzburg orbifold field
and o a Coulomb branch field, then

o-t=0. (3.2)

This is an implementation of the ‘reliability criterion’ described in [7, 10], and we will see
that this appears as one of the relations defining OPEs and quantum cohomology rings.

We will combine equation (3.2) and Coulomb branch relations for the o field, derived
as in [2] from a one-loop-exact twisted effective superpotential, with an analysis of the
Landau-Ginzburg orbifold states to give an IR phase description of the quantum cohomology
ring relations for Fano hypersurfaces in projective space. We will see that although Higgs
and Coulomb branches are decoupled, the Dolbeault cohomology classes are represented by
linear combinations of contributions from both sectors.

4 Review of pertinent mathematics

The quantum cohomology rings of Fano complete intersections in projective spaces have
been well-studied mathematically, see e.g. [3], [4, prop. 1.13], [5, theorem D], [6]. The
point of this paper is to understand the corresponding physics computations. In this section
we review known mathematical results for these spaces, against which we will compare
physics results later.

Thanks to the Lefschetz hyperplane theorem, the cohomology of a complete intersection
P*[dy,- - ,dp] of all degrees below n —m and above n + m is inherited from that of P".
In general, there can be additional states in middle degrees, whose index can be computed
from the Euler characteristic of the entire space.

"On connected worldsheets, which we assume for simplicity.



For example, for a hypersurface P"[d], there are possibly extra states in degree n — 1,
which can be determined from®

n—1 n+ 1 ] ]

X(E"d) =) ( : ) (~nrTi Tt (4.1)
i=0 t

As a result, we see that the primitive cohomology has dimension

TS (n + 1) (_1)n717idn7i

i=0 v

IX(P"[d])] —n = —n. (4.2)

In the quantum field theory quantum cohomology arises as the algebra of local operators
of an A-twisted non-linear sigma model associated to the Fano variety X. The space of local
operators in such a theory is isomorphic to the de Rham cohomology H*®(X,R), and to each
class [w] € H¥(X,R) we associate an operator in the A-model denoted by O[w].

Now, the quantum cohomology and Gromov-Witten theory of Fano complete intersections
in projective spaces has been described mathematically in e.g. [3], [4, prop. 1.13], [5, theorem
D], [6]. As stated in [3], the quantum cohomology ring of a Fano complete intersection
P™[dy,--- ,dy] is generated by the hyperplane class  and the primitive cohomology elements
a € H':™(X,Q) with relations’

prim
m
rotn = ([ ) e,z 0
a=1
(o] B) _ ' do\ S (da-1)-1
g b)) e _d.)% o(da : 4.4
o B= |7 q a:1( )™ | (4.4)
forl?

n—m2>2» (dg—1)—1, (4.5)
a
where «, 8 € SEHT(X ,Q), («|B) is the ordinary classical product in middle cohomology, the
“prim” subscript indicates that «, § lie in primitive cohomology, meaning they are annihilated
in cohomology by the hyperplane class 7:

lann=0=[3An]. (4.6)

We shall see that it is no accident that the second relation in (4.3) resembles the decoupling
relation (3.2) described earlier.

We should note that there is in general a non-trivial change of coordinates between
the GLSM parameter ¢ and the complexified Kéhler class of the NLSM due to a semi-
classical constant shift (this is equation 4.20 of [2]), as well as to integrating out point-like

8This can be computed by, for example, computing the top Chern class of the tangent bundle from the
sequence defining the tangent sheaf of X, and evaluating on the fundamental class of the hyperplane.

9The reader should note that reference [3] discusses complete intersections in P"*™ whereas we work in
P", so our “n” differs from that of [3]. We have also normalized q slightly differently, to be consistent with
conventions elsewhere in this paper based on the natural GLSM coordinate.

!0This restriction was included in the statement of the theorem in [3], but our methods based on the IR
phase apply to any Fano complete intersection, and indeed we will study examples that lie outside this bound,
and the results are consistent with (4.3) and (4.4) without the restriction.

,10,



instantons [1, 2]. In the Calabi-Yau case this is well-known and can be interpreted as
the mirror map relating algebraic to special coordinates [2]. Fortunately, in our simple
one-parameter example the selection rule based on the anomaly prevents any non-constant
corrections to the relation. In this paper we will use the natural GLSM coordinate.

As a consistency check, the reader should note that the ring relations above are linked.
For example, from cohomological degrees, it must be the case that

o o™, qneade D=L (4.7)
Furthermore, from (4.3) (or, ultimately from the physics relation (3.2)),

n-a-B=0, (4.8)

and therefore the linear combination must be in the kernel of 1, so from the first part
of (4.3), we see

m

a-Bocn" M —q (H (—da>da> n2aalda=1)=1, (4.9)

a=1

In terms of quantum field theory computations, the quantum cohomology ring is generated
by O[n], the operator corresponding to the hyperplane class 7, as well as O[a], where the
a belong to the primitive cohomology H;"(X,Q), which obey relations corresponding
to the above:

m

(Om)™ " =q (H (—da)d“> (On))2= =1 Oln] - O[a] =0, (4.10)

a=1

ot 018 = 5 " (0 o (T (- ) b =) ay
m a=1

In the UV phase this is just a restatement of the mathematical results, emphasizing the
difference between classical cohomology classes and the corresponding topological field theory
operators. Our main goal is to understand how these relations arise in the IR phase. We
will see that while the second equation in (4.10) is a consequence of the decoupling between
the Higgs and Coulomb branches sketched in (3.2), the remaining equations involve a more
intricate interplay between the Coulomb and Landau-Ginzburg orbifold fields.

We will recover these equations from detailed considerations in the next section. Specifi-
cally, equation (4.10) will appear later as equations (5.70), (5.73), and equation (4.11) will
appear later as equations (5.77). We will also see a nontrivial mixing between Higgs and
Coulomb contributions. For example, although (4.10) naively appears to solely result from
Coulomb branch computations, later we will see that O[n] is a linear combination of both
Coulomb and Higgs branch contributions.

The dimension of the primitive middle cohomology can be obtained from an index
computation, as in equation (4.2). For our purposes it will be important to refine the
structure further and describe the operators in terms of Dolbeault cohomology H*¢(X). In
the case of a degree d hypersurface in P¥t#+1 the dimensions of the primitive Dolbeault
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cohomology groups can be obtained from an elegant generating function [20, chapter 17,
theorem 17.3.4]

1+ = (14!
H(z,y) = ; (h“ - W) akyt = (1 +yx)dy ) (4.12)

If we let D,(n — 1,d) denote the dimension of the primitive degree-(n — 1) cohomology
of a degree d hypersurface in P", then by setting y = x and extracting the coefficient of
2" ! from the generating function above, we obtain

(4= + ()"

D,(n—1,d) = g

+ (=)L (4.13)

5 Physical computations for hypersurfaces

In this section we will describe the mixed Higgs-Coulomb branch computations which give
a physical realization of Dolbeault cohomology H**. Our findings can be summarized as
follows: for the IR phase corresponding to a hypersurface of degree d in P™,

¢ The Coulomb branch will contribute n + 1 — d states which will correspond to elements
of HFk.

o The Higgs branch is a Z; Landau-Ginzburg orbifold (LGO), with superpotential W
given by the homogeneous polynomial defining the hypersurface. The twisted sectors
(indexed by 0 < r < d) contribute states as follows:

— r = 0: one state contributing to H** for 2k =0 mod 2(n + 1 — d).

— r = 1: for each p such that p+n+1=0 mod d, as many states as the dimension
of the space of degree p polynomials modulo the ideal (dWW), contributing to
H"* for

l—k==-C2@p+n+1)—dn+1), k+£=n—-1 mod 2(n+1—d),

ISHN

— 1 < r < d: one state for each 7, contributing to H** for 2k = 2(n + 1 — 7)
mod 2(n + 1 —d).

The identification of states with elements of Dolbeault cohomology utilizes a nonanomalous
vector U(1)g symmetry and a nonanomalous Zsy(,11_4) axial R-symmetry. Because one of
these is a finite group, the identification of states with elements of Dolbeault cohomology
is ambiguous — some elements of Dolbeault cohomology can only be identified with linear
combinations of Coulomb and Higgs branch states. We will argue that these states span
the quantum cohomology ring.

Applying the methods of [2] to the Coulomb branch, from the one-loop-exact twisted
effective superpotential for the GLSM for P"[dy,...,dy], the o field obeys

m

g g (H <—da>d“> pel T, (5.1)

a=1
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Since in the UV (large radius) phase o can be interpreted as O[n] (the operator associated
to the hyperplane class), it may seem that the IR Coulomb branch already appears to
match (4.3), and given the proposed OPE (3.2), and we just have to understand (4.4) from
a physical perspective. However, as we will see, even for a hypersurface this is far from a
complete story because the Coulomb branch only contributes n 4+ 1 — d states, and when
d > 1 these do not span all of H**(X). Instead, the Landau-Ginzburg orbifold sector
provides the additional states necessary to match both the additional vertical cohomology
and the primitive cohomology of X.

The product structure on the quantum cohomology ring is also more involved. To describe
it we decompose the IR states (and therefore also the corresponding fields) into three classes:

1. the Coulomb branch vacua;
2. the first twisted sector of the Landau-Ginzburg orbifold;
3. the remaining d — 1 sectors of the Landau-Ginzburg orbifold.

We will argue in section 5.5 that while the second class corresponds to the primitive cohomology
on X, the first and third correspond to the remaining vertical cohomology groups H**(X).
By studying the spectrum and symmetries of the A-model in the IR phase, we find a field
in the IR description that corresponds to the UV field O[n], as well as the IR fields =[«]
that map to the O[] of the UV description, and these fields have OPE structure compatible
with (4.3) and (4.4). Our proposal is summarized in equation (5.81).

5.1 Symmetries of the A-model in the UV description

Specializing to hypersurfaces P"[d], we would like to match the A-model local observables
or, by the state-operator correspondence in a topological field theory [21, 22], the states
between the UV and IR descriptions. We will use the vector U(1) symmetry and the discrete
Zo(n+1-q) chiral symmetry described in section 2.3 to facilitate the identification, and in this
section we will describe the symmetry action on the local A-model observables.

We start in the UV phase, where the local A-model operators correspond to Dolbeault
cohomology classes. Given a class [w] € H**(X), the operator O[w] carries charge

qv =qr +qr =0 —k, (5.2)

and p - Ow] = ¢¥**O[w]. For each of these local operators we also obtain a corresponding
state in the A-model, which we denote as |w;uv), so that the A-model Hilbert space has
a UV presentation

Huy ~ Span{O[n*|Q;uv), k=0,....,n—1, Ola]|Q;uv),a € H (M)}, (5.3)

prim
where |Q2;uv) is the state identified with the identity operator.

5.2 Hyperplane class correlation functions

The operator O[n] associated to the hyperplane class carries exactly the same symmetry
charges as the GLSM operator o, and we expect we should be able to identify the two. In
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this section we will perform localization computations of correlation functions of operators
corresponding to powers of the hyperplane class, in the UV and IR, using the GLSM fields.
We will see that they match each other in a non-trivial fashion and reproduce the structure
of the “vertical” quantum cohomology generated by O[n], including the quantum cohomology
relation (4.3).

UV correlation functions. It is straightforward to apply the methods of [2] to calculate
the A-model genus-zero correlation functions of the operator corresponding to the hyperplane
class, represented by O[n], in the UV phase. In this large radius phase only Higgs vacua
contribute, and we identify the operator O[n] with the GLSM field o.

The anomalous chiral symmetry of the GLSM yields a selection rule for the non-zero
correlation functions. The non-vanishing A-model correlation functions of O[n] are of the form

(O~ HHminti=dly — A, g™, (5.4)

where A,, is a ¢g-independent constant. Note that while we restrict to correlation functions
that are polynomial in the O[n], or in other words to m in the range —m < (n—1)/(n+1—d),
the selection rule does in principle allow for correlation functions with m < 0. However,
each correlation function receives contributions from exactly one instanton number—m, and
in fact m > 0 in the UV phase because for m < 0 the instanton moduli space is empty.
Denoting the m-th instanton contribution as

A, = <O[n]n—1+m(n+1—d)>M (5.5)

m

we now use the restriction result of [2] to relate the correlation function in the A-model
for M to that for the A-model for P™:

A = (O HEmOH=O) T = Ay = (O[O (—dom) ), (5.6)
or
A = d(=d) "™ (O] = d(—d) "™ (5.7)
Putting that together, we obtain the desired correlation functions:
(O[] Lrmn+l=d)y {O m <0, (5.8)
d((=d)q)™  m>0.

We see that the computation recovers the quantum cohomology relation (4.3) specialized
to the hypersurface case:

Oln" = (—d)?qO[n)** . (5.9)

IR correlation functions. By using the GLSM fields and localization, the correlation
functions (O[n]*) can also be calculated in the IR by the methods of [2] for the Higgs
contribution and those of [10] for the Coulomb contribution. The Coulomb contribution

takes the following form:
1
(Om*)e =3 70" (5.10)

vac
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where the sum is over critical points of the effective twisted chiral superpotential for the
o field. In our case these are simply the solutions to

oghtl—d — (—d)dq, (5.11)

while the measure factor is

1 d? 1
H= <”+ + > x "t (5.12)
g

—_— X — .
—do do
Let us review how the terms in the measure factor arise.!!

We perform an A-twist of the GLSM, using a vector R-symmetry that assigns charge

0 to the scalar fields z;.'2

1. For a fixed Coulomb vacuum, the first factor comes from the integral over the fluctuations
in the zero modes of the gauge sector.

2. The second factor comes from the integral over the zero modes of the A-twisted chiral
multiplets X;: the scalar z; has a zero mode and a coupling of the form |o|?|z;|?,
as do the fermions 1]}1 and 9" , and the latter have a Yukawa coupling of the form
61&"_@[7}@. On the other hand, the fermions wﬂr and 1" do not have zero modes and
make no contribution. Performing the Gaussian integrals over these modes produces
the second factor.

3. The last factor comes from the zero modes of A-twisted chiral multiplet P. Because P
carries vector R-charge +2 the only fields in the multiplet with zero modes are ¢ and
¥, which have the Yukawa coupling dmﬁi&a_, and integrating over these leads to the
last term.

Performing the sum over the Coulomb vacua we then obtain the Coulomb contribution to
the correlation function:

(O~ =) 6 = d((—d)'g)™ . (5.13)

While superficially agreeing with the UV computation when m > 0, the result is puzzling,
since for 0 < —m < (n — 1)/(n 4+ 1 — d) there are non-zero contributions to correlation
functions with m < 0 yet non-negative exponent, i.e. (O[n]?2)q, (O[n]?4=3"")¢, ....
Now we move onto the Higgs calculation, following [2]. Here
1 *
(©lP)i = Sa™4# ((=00) (1) xom)
where M,, is the instanton moduli space, n* is the pull-back of n to M,,, Xm is the Euler
class of the obstruction bundle, and dy = (—d)n*. In the IR phase we find that M,, is empty

R (5.14)

1 As in [2, 9, 10] the calculation comes with an overall sign ambiguity that depends on the R-charges of the
chiral multiplets. We fix the sign according to the same prescription as followed in those works.

21n principle it should be possible to perform the localization computation if we choose a gauge-equivalent
twist by shifting the charge of x; to any integer parameter «, while that of p would become 2 — da. The result
should be independent of a, but we are not aware of a demonstration of this in the localization literature. We
thank the referee for pointing out this out: it would certainly be an interesting point to clarify.
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for m > 0, while for m < 0 M,,, = P~™¢. The Euler class is given entirely by contributions
from the X; and has the form
s —m—1\"T1
Xm = ()™ (5.15)
Note the overall factor of 1/d: this comes from the unbroken Z4 gauge group. Finally, the
intersection on M, is determined by

#(((—d)n") ™) =1, (5.16)
and putting all of that together we obtain that the Higgs branch makes non-zero contributions
(O[>~ =Dy — —d((=d)g)™ (5.17)

for m < 0. Summing up the contributions we then obtain

<O[77]n—1+m(n+1—d)> _ (O[n]n—1+m(n+l—d)>H + <O[n]n—1+m(n+1—d)>c

B 0 m <0, (5.18)
Cd(—a)tm,  m=0. '

This matches the UV result (5.8), and it does so in a non-trivial fashion: the Higgs sector makes
contributions at instanton numbers where the UV computation has no contributions, while the
Coulomb sector makes contributions at all instanton numbers. Their sum, however, matches
the UV Higgs computation, and this match provides a good check of our understanding of
the physics, and in particular the decoupling of the Higgs and Coulomb degrees of freedom
in the IR.

The match of the UV and IR correlation functions, and their consistency with the
quantum cohomology relation (4.3) supports the proposed decoupling between the Coulomb
and Higgs sectors of the IR theory, but it only tests the quantum cohomology relations in the
“vertical” column of the Hodge diamond. In principle it should be possible to extend these
GLSM computations to include correlation functions with insertions of the O[a] operators.
Unfortunately, while the O[a] operators have a straightforward realization in the A-twisted
non-linear sigma model, it is not obvious how to write these directly in terms of the GLSM
fields. This is a manifestation of a general problem in the GLSM description of geometries: a
recent discussion may be found in [23]. So, while we can certainly count their multiplicities
and organize them by their gy and p charges, we cannot directly reproduce the remaining
quantum cohomology relations by working in the UV phase beyond observing that the
relations are consistent with the selection rules based on the symmetries. We will see that
the IR description gives a complementary perspective on these operators as arising from
the twisted sector of the LGO sector.

We now turn to a more detailed study of the IR phase with the goal of describing an
isomorphism between H,, and the A-model Hilbert space in the IR phase description.

5.3 The Coulomb vacua in the IR phase

As discussed above, we expect that the Coulomb and Higgs sectors decouple, and we can
describe the operators and states in the two sectors separately. In this section we will discuss
the Coulomb sector, leaving the more involved Higgs phase to the next section.
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The Coulomb vacua are labeled by expectation values of the field o determined by (5.11).
The expectation value (o) breaks the p symmetry to Zo — the fermion number symmetry of
the theory.'® These n 4 1 — d massive vacua correspond to n + 1 — d states in the A-model,
which we denote by |t; C), with t = 0,1,...,n — d, and the o field acts on these states by
olt;C) = |t + 1;C) for t = 0,1,...,n —d — 1. By taking suitable linear combinations we
choose the state |0; C) to be invariant under the chiral p-symmetry, and the charges of the
remaining states are determined by the action of o.

These states have the quantum numbers that appear to match those of the UV phase
states |n*;uv) for k = 0,...,n — d, but we see that to match the remaining states in Hyy
additional states are needed in the IR description — states that have the quantum numbers
of |n¥;uv) with

n+l—d<k<n, (5.19)

as well as states corresponding to the |a;uv). These additional states are provided by the
Higgs vacua in the IR phase, and their physics is described by a Landau-Ginzburg orbifold.

5.4 The LGO sector

In the Higgs sector of the IR phase the chiral superfield field P acquires an expectation
value which breaks the gauge symmetry to a subgroup G = Z4. In the low energy limit
the massive P and vector multiplet degrees decouple, leaving the low energy physics of
a (2,2) supersymmetric Landau-Ginzburg orbifold (LGO), where the superpotential W is
a degree d function of n + 1 chiral superfields Xg,--- , X,, and the orbifold group is the
unbroken gauge symmetry G.

Starting with the seminal work [24, 25], there is by now ample evidence that the theory
has non-trivial IR dynamics of a (2,2) superconformal theory, with left and right central
charges given by

c:cL:cR::a;(l—z):3(n+1)(d;2>, (5.20)

For generic superpotential this is a non-trivial superconformal field theory (although it is a
solvable Gepner-like theory when W is taken to be Fermat). We do not expect to be able to
relate the dynamics of the full theory to the quantum geometry of the Fano hypersurface
in the UV phase. However, as we will see, the A-model topological sector of the LGO will
provide exactly the states we need to match those of the UV A-model.

We will compute the (a,c) ring of the (2,2) SCFT appearing as the IR limit of the Zy4
orbifold of the Landau-Ginzburg theory above, as those states are the ones that contribute to
the A model. Our analysis will follow [18], to which we refer the reader for additional details.

We should note one important difference between this LGO and those that are typically
discussed in the context of the Calabi-Yau/LGO correspondence, regarding the non-local

spectral flow fields U, that shift the charges of operators according to

LXR

(qr,qr) — (qr +arc/3,qr + arc/3). (5.21)

3When working in a quantum field theory in infinite spatial volume we would have super-selection sectors
labeled by the o expectation values. In the finite-dimensional Hilbert space of the A-model we do not have
such super-selection sectors, and instead the field o relates one vacuum to another.
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In the more familiar setting of the Calabi-Yau/LGO correspondence the SCFT has integral
qr and gg charges after the orbifold projection, and thus chiral spectral flow operators U /5 g,
Up,1/2 that can be used to relate chiral R and NS sectors, and construct the R-NS and NS-R
sectors and a consistent string vacuum, as discussed in [17]. In our context the projection will
not lead to integral gz, and ggr charges essentially because ¢/3 ¢ Z in general, and hence we do
not have chiral spectral flow operators. Nevertheless, the twisting procedure for the Z, orbifold
can still be formally implemented using the spectral flow operator U_; /1,2 and its inverse.
For the particular orbifold we consider this leads to an important isomorphism between the
unprojected RR states and the unprojected (a,c) ring states: if we let HIZP™(r) denote the
(a,c) ring in the r twisted sector before projecting to G-invariant states, and Hﬁrgmj (r) denote
the RR sector states in the r twisted sector before projecting to G-invariant states, then

Upjo 1/a: HEPOI(r) 5 HEP(r —1). (5.22)

As discussed in [18], the isomorphism of the unprojected (a,c) states in a sector twisted by
an element h and that of the RR states in a sector twisted by an element hj~! holds in
general LGOs. The special simplifying feature in our case, where the orbifold is by the Zg4
symmetry generated by j is that U /5 1,7 is an operator in the projected theory and yields
an isomorphism for the projected states as well.

With this in mind, the algorithm we will follow to compute the twisted-sector (a,c)
states is to first classify the unprojected RR twisted sector states, then apply spectral flow
U_1/2,1/2 to get the unprojected (a,c) ring states, and finally take G-invariants to get the
desired A model contributions.

In our examples G = Z,; with generator j, which acts on the chiral superfields X; by

j . Xl = exp (27‘('2(91) Xi, 91 = —. (523)

Let |r; RR) denote the RR sector vacuum in the r twisted sector with 0 < r < d. The
(unprojected) states in the r twisted RR sector are of the form

fp()|r;RR) (5.24)

for f,(x) a homogeneous polynomial of degree p in the z; — the zero modes of the scalar
fields in the multiplets X;. If r > 0, then because of the form of the G action, all of the
x; have nonzero moding, and so the only possible ground states have p = 0. On the other
hand, for » = 0 every x; has a zero mode, and the ideal

ow oW ow
Oxo’ Oz’ ' Oxy,

(W) = ( ) € Clzo, 21, 2] (5.25)

annihilates all of the states, so that we can take f,(z) € R, where R is the quotient ring

R = Clzg, z1,...,25]/ (dW). When we write f,(z) it will be with this understanding.
Unprojected (a,c) states in the r twisted sector are of the form

| fpirsac) =U_1/21/2 [p(z)lr — 1;RR). (5.26)
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To obtain the projected states we need the action of j in the twisted sectors. This is worked
out in [18], and for our group action the result simplifies to

J - |fpiriac) = exp |:27Ti (0%(7‘ -1+ Z)} |fp;7;ac), (5.27)

where 6/ ;7(r — 1) denotes the contribution from the action of j on the Landau-Ginzburg fields

X; which are invariant under j"~!.

We can summarize results as follows:

e r =0: there is one untwisted (a,c) state that survives the orbifold.

e 7 =1: here,

O(r—1) = Ze ”H (5.28)

(each of n + 1 Landau-Ginzburg fields x; contrlbutes 0; = 1/d). Therefore, we project
onto states for which
p+n+1=0 modd. (5.29)

e 1 <17 < d: here, only states with p = 0 contribute, and since no Landau-Ginzburg fields
are invariant under j77, 67.(r — 1) = 0, and each state |r;ac) is G-invariant.

The Landau-Ginzburg orbifold has a U(1)z x U(1)g symmetry, and we classify states
according to their charges qr, qr. These are determined as follows. First, the R-charges
of the RR vacuum |r,RR) are given by [20]

=+, (97’ [67] —) +3 (9 —) (5.30)

iZ T €T
qr = —%‘T <9T 0] — ) +l§ < ) (5.31)

where here 0] = r/d for all i, [z] denotes the smallest integer part, and
Tr={ie{l,--- ,n+1}|0] € Z}. (5.32)
We can simplify this expression for charges of RR vacua by distinguishing two cases:

e 7 =0: here, the RR vacuum |0, RR) has charges

= ran= e (3 1) =S 6

e 0 <r <d: here,

qL. = —qr = (n+1) (d - ;) . (5.34)

The RR state f,(z)|r,RR) has ¢r r differing from those of |r, RR) by the addition of
p/d, the R-charge of f,(z). The spectral flow operator U_; /5 41/ has

(a,qr) = (—g, +g) (5.35)

and from this we deduce that the r-twisted (a,c) state | fp; r; ac) has R-charges given as follows:
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e 7 = 0: here, the corresponding RR state is in sector d — 1, and we find

qL = tqr = 2 (5.36)
_P_c_P_ a-= =P
Iw=,7-5=7 (n+1)< 7 ) ar =" (5.37)
o 1< r<d:
_P r_ _P_ r_
qL—d+(n+1)<d 1), ar ="~ +1)<d 1). (5.38)

Applying the algorithm we then obtain the Hilbert spaces of the projected (a,c) states Hac(r)
in the r-th twisted sector:

Hac(0) = Span{|0;ac)},
Hac(1) = Span{|fp;1;ac) | fpe R, p+n+1=0 modd}, (5.39)

and for 1 < r < d
Hac(r) = Span{|r;ac)} . (5.40)

Matching the UV and IR symmetries. We now have both UV and IR descriptions of
the A-model states space. We will use symmetries preserved along the RG flow of the physical
theory to match the two descriptions. Recall that we identified a continuous non-chiral vector
symmetry, as well as a discrete chiral R-symmetry in section 2.3.

The vector symmetry with charges gy is present throughout the RG flow, and we know
precisely how it acts on the GLSM fields in either phase. We therefore expect that the
qv = qr + qr. in the LGO theory as well. With this identification made we see that the
only states in the LGO that can match the middle cohomology states |«;uv) are those from
the r = 1 twisted sector.

In the UV phase we also defined the discrete symmetry with generator p. In the IR
its fate is complicated: it is spontaneously broken to a Zo in the Coulomb sector, and
while it remains unbroken in the LGO vacuum, it is not a priori clear how to identify it
with symmetries in that vacuum. The relevant symmetries in the LGO vacuum are the
chiral R-symmetry with charges qr — qr and the quantum symmetry of the orbifold, which
assigns a charge exp{2mir/d} to the r-th twisted sector. To make the identification, we note
that the p-charge of O[a] for « € H" }(X) is ("1, and as we just observed, we expect
these states to map to the first twisted sector of the LGO. Moreover, for all LGO states
qr — qr, + rc/3 € Z. Putting these two observations together, we arrive at the following
proposal for the action of p on the LGO states:

i 2(n+1—d)r
plfp;;ac) = exp [n+1_d <QR —qL+ dﬂ | fp3 5 ac)
— CqR_qL 627Tir/d|fp; 7«; ac> . (541)

It is easy to check that this generates a Zs(,41_q) action on all of the LGO states, and
we will see that it leads to a nice matching between the UV and IR descriptions of the
A-model’s Hilbert space.
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Multiplicities in the » = 1 twisted sector. As we just saw, the description of the LGO
states is simple, and the only non-universal feature concerns the multiplicities of the states
in the r = 1 twisted sector. While calculating these multiplicities in particular examples is
easily accomplished, the explicit enumeration is awkward. Fortunately, there is an elegant
generating function that encodes all of the multiplicities.

Let us start by defining a generating function that counts the projected (a,c) states
in the first twisted sector, i.e.

For(t,8) = Trp, yt S8 = 37 gy aqnt ™7 . (5.42)

q9L,9R

Equivalently we can write this as a sum over the unprojected states with an insertion of
a projector onto states where!?

dgr, —(n+1)=0 mod d. (5.43)

This leads to
Fua(t,8) = 5 ZTr anprog {td%td‘mg’f dqr— (”“))] : (5.44)

where the trace is now over the unprojected states, and & = ¢*™/¢. We know the explicit

generating function for the unprojected states [18, 27]:

— 1
_ B 1— )\
M( ) TI‘ unproJ( )tqutdqR = t_dc/gTrchlélproj(l)tqu tdqR = t_dc/3 <(())> s

1—tt
(5.45)
so we have
Fupa(t Za R b (k) (5.46)
Simplifying further,
_ n+1
B e A L
Foiq(tt) == R B . 4

For any fixed n this gives a nice way of listing the projected states, but it is awkward to
implement the projection. Much the same awkwardness arises when trying to calculate the
middle cohomology Hodge numbers h*!(X) reviewed above, and this inspires us to instead
consider a generating function obtained by summing over all possible n:

- i S Foya(t,t) . (5.48)

14This form of the projection is equivalent to the one given above for f,|1;ac) as p+mn+1=0 mod d, but
it is the more convenient form for the generating function manipulations that will follow.
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Notice that we also set t = 7, so that the coefficient of (t?) in the expansion counts the
multiplicity of states with a fixed value of the ¢y charge qv = qr, + qr = a.

After performing the geometric sum on n we can simplify G(s,t) and carry out the sum
that implements the projection through repeated use of the identity

d—1 d__ .d
Zad_l_lzl _ 4 -F , (5.49)
iz a—z

which allows us to shift all of the £&-dependence into the numerator of the rational function.
The result is

(1 + st—d)d—l _ (1 + std)d_l

G(s,t) = .
(5:0) = A sty Tt — (1 3 st D)5t

(5.50)

We now compare this to the generating function H(x,y) for the primitive Hodge numbers
from (4.12) above and observe that

H(s/t?, st?) = G(s,t). (5.51)
But now since
H(s/t? sth) = Y (Wbl — gkl shtlydd=h) (5.52)
k,l

we see that the multiplicities of the r = 1 twisted sector states in the LGO precisely match the
primitive Hodge numbers once we make the identification n =k +1+ 1 and qp, + gqr =1 — k.

5.5 Matching the UV and IR descriptions

Having analyzed the A-model’s Hilbert space of states from both the UV and IR points of

view, we will now use the identification of symmetries to match, as far as possible, the two

presentations. To do so, we first review our findings, organizing the states by their charges.
In the UV description we have the presentation of the A-model Hilbert space as

Huv = Hyd & Bpyimn1 HEL, (5.53)
with
HY = Span{O[n]*|%uv), k=0,...,n—1},
Hb: = Span{O[ay | uv) , o € Hi, (X))} (5.54)
and we characterize the states according to their symmetry charges as

state On]*|9; uv) Ol ]| Q; uv) ety
qv 0 I—k (5.55)

P C2k gl—s—k .
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The observables have a more complicated description in the IR variables. The Hilbert
space is a direct sum of the Coulomb and LGO factors:

Hir = He @ Hico (5.56)
and the latter has a further decomposition into the orbifold sectors:
HLGO = Hac(]-) S?) @g:Q ’Hac(r) . (557)

Note that we included the untwisted sector as r = d. While the r > 1 spaces are all
one-dimensional and carry qy = 0, Hac(1) can be graded further by the gy charges:

Hac(1) = B, HiL (1) (5.58)

We determined the action of p in the LGO sector by requiring that the states in Hac(1)
carry p-charge ("', and we showed above that

dim H.2*(1) = dim HYL (X)), (5.59)

prim

and we therefore propose that there is an isomorphism H¥! ~ H!_*(1).15

The remaining states in the IR description consist of the n 4+ 1 — d Coulomb states |t; C)
and the d — 1 LGO states from the untwisted sector |0;ac) and the higher twisted sectors
|r;ac) with 1 < r < d. All of these states have gy = 0, while their p-charges are as follows:

state |0; C) e |t; C) e |n —d; C)
p ¢? - 2 . c2n—d). (5.60)
and
state  |j%ac) o a0 |75
P CO to <2r e CQ(d*Q) . (561)

We would like to match these n states to those in HY'*. The dimensions match, but symmetry
alone does not determine the correspondence between states and cohomology. Instead, we
have at least a two-fold ambiguity in sectors with p charge ¢?" for r =0,...,d — 2, in both
the IR description, as well as in the UV description, since both O["] and O[n"*1=9+7] have
p-charge ¢?". There will be yet further ambiguity in the spectrum if'® n < 2d — 2.

To proceed with the identification we observe HY" is generated by powers of a single
operator O[n] acting on a vacuum state |2; uv) that we associate to the identity operator.
Similarly, the Coulomb Hilbert space is generated by the action of o:

He ~ Span{c®|0;C), k=0,....,n—d}. (5.62)

5Note that we defined H¥;! as the primitive Dolbeault cohomology of X. It is possible to grade these spaces
further by the large permutation symmetry enjoyed by the A-model and thereby refine the isomorphism.

'5We observe that this is the same constraint (4.5) that appears in [3], albeit the origin here is completely dif-
ferent.

— 23 —



In the LGO sector we have the state |0;ac), and by the state-operator correspondence we
can find an operator ¥ of p-charge ¢2 and quantum symmetry charge e 27"/¢ such that

|d — 1;ac) = ¥|0;ac) . (5.63)

Taking further powers we obtain states ¥*|0; ac) with the same quantum numbers as |d —k; ac)
for 0 < k < d — 2, while for ¥9~10;ac) we obtain a state with the quantum symmetry charge
of the first twisted sector but p-charge ¢2(=1), This is inconsistent with the p-charge in the
first twisted sector, which is given by ¢"~! unless

2d—1)=n—-1 mod (n+1-4d). (5.64)

But this is impossible, since it is equivalent to d = m(n + 1 — d) for some positive integer m,
and that is inconsistent with our basic assumption d < n + 1. Thus it must be U4~ = (0. We
will assume that U* £ 0 for k < d — 1, so that U generates all of the higher twisted states:

&0 Hac(r) = Span{T*|0;ac) | 0 <k <d—2}. (5.65)
Having made these identifications we now proceed to describe our proposal for the isomorphism
HIV = He ® By Hac(r) (5.66)
We suppose that the ground state can be written as
|Q;uv) =10; C) 4 |0; ac) , (5.67)
and identify
O =c+2V¥, (5.68)

where x is a parameter that we will constrain further momentarily. Our fields have the
following properties:

o = (—ad)lq, wil=0, oU=0, o0|0;ac)=0, ¥[0;C)=0, (5.69)

where the last three relations follow from the decoupling between the Higgs and Coulomb
sectors.!”

We now calculate, for d > 1,
O uv) = 0"10; C) = o™ =01 |Q; uv) = (=d)?qO] M Quv),  (5.70)

and this is one of the UV quantum cohomology relations (4.10).
Next, we return to the states in Hac(1), which we already identified with Hggnlj(X ).

With this identification the state-operator correspondence implies that for each o € ngi_ril(X )
there is a LGO field Z[a] of p-charge ¢"~! such that

Ola] = E[a]|0; ac) . (5.71)

These relations show that there is no significance to the relative phase or normalization between the two
states in |Q; uv), at least as far as the topological sector is concerned, because there is no operator that can
take |0; C) to |0; ac), i.e. the two states belong to two different superselection sectors.
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Applying the selection rules as before we conclude that
Ela]¥ =0. (5.72)
Furthermore, the Coulomb/Higgs decoupling implies
Elajo =0 and E[a]|0;C) =0. (5.73)

This is another one of the UV quantum cohomology relations (4.10).

On the other hand, E[a]Z[S] carries quantum symmetry charge edmi/d

<2(n71) — C2(d*2), so for d > 2 it must be that

and p-charge

Z[a]E[8]|Q; uv) = C(a, B)T42|Q;uv) . (5.74)
But now we observe, with d > 2,

O" 2 uv) = (0 4+ 29)" Qi uv) = ™12 uv) = (—d) g0 20 uv)
O 212 uv) = (o772 + 24720972) |0;uv) (5.75)

and putting these two statements together,
(O™ = (=) "q0M)*2) | uv) = —(~d) g’ 2T 2|0 ). (5.76)

Eliminating ¥ 2, we therefore obtain

Cla, B)

Ela]Z[B]|Q;uv) = W

(O™ = (-d)"q0m*2) |Quv) . (5.77)
This equation nearly corresponds to one of the desired quantum cohomology relations (4.11).

To complete the match, we need to determine C(«, 3), as well as the constant z introduced
in (5.68). If our matching of the Z[a] and O[q] is correct, then we know that in the ¢ — 0
limit C(a, ) should be proportional to the (a|8) pairing on the primitive cohomology
classes. On the other hand, C(«, ) is determined entirely in the LGO sector, and therefore
should not depend on q. We can fix the proportionality constant to match the conventions
of (4.11) by requiring

Cla.B) _ (alp)
—(—d)dqzi-2 d

. (5.78)

For example, if C(«, ) = («|f), then this will reproduce the quantum cohomology rela-
tion (4.11) obtained in [3] provided that

—(—d)%qz"? = d, (5.79)
or equivalently
1 1
x = _8(_dQ) -2, (5.80)

It would be illuminating to obtain the pairing C(«, 8) from a direct LGO computation.
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To summarize, we proposed a detailed isomorphism H,, ~ H; largely determined
by symmetries, and we explained how the quantum cohomology structure on H,, can be
understood in the IR phase as arising from selection rules, the decoupling of the Coulomb
and Higgs sectors, and the structure of the Coulomb vacua. Our proposal passes a number
of consistency checks and relies on the identifications

|Q2;uv) = |0; C) + |0;ac),
1
O] = o — 5 (~dg) T2,

Ola] = Elq]. (5.81)

We have recovered the predicted OPE relations in the mixed Higgs/Coulomb states (4.10), (4.11),
namely

(O™ =q (ﬁ (—da)d“> (O[n)2= %=1 O] - O[a] =0, (5.82)
a=1

Olo] - O[] = (alf) - ((om])“—m g (H <—da>da) <0[n]>2a<da-1>-l> NGRS
a=1

corresponding to the product structure in the cohomology ring, above as equations (5.70), (5.73),
and (5.77). Furthermore, we note that the physical origin as Coulomb/Higgs branch states
defines a distinction in the cohomology that is different from the role played by primitive
cohomology.

Before leaving this discussion, we comment on two issues. First, the calculation of the
correlation functions of O[] and o fixes their normalization, but our proposal does not fix the
normalizations of ¥ or Z[a]. These should also be fixed by calculating correlation functions,
and it would be useful to develop the technology to do so.

6 Examples

Next, we will compute the predicted cohomology ring explicitly in a number of examples. We
will verify in each case that the predictions match known mathematics results. For degrees
d > 3, to compute the Landau-Ginzburg states, we will specialize to Fermat (diagonal)
hypersurfaces. Since the A-model is independent of the precise form of the chiral superpotential
this choice is just a matter of convenience.

6.1 Example: hyperplanes

In this section we will consider the GLSM for a hyperplane, namely P"[1]. The case of
hyperplanes is particularly simple, as P"[1] = P"~!. We shall quickly walk through the details
to check that this special case is correctly reproduced. (This analysis has also appeared
in e.g. [28, section 5.2].)

From equation (4.13),

D,(n,1) = 0. (6.1)
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Expanding the generating function (4.12), we have

Z (hk’é - 5]@5) {Ekye =0. (6.2)
k0
This means that the Dolbeault cohomology of P"[1] is completely diagonal (hP4 = 6,),
as expected for P*~ 1.
In physics, the Coulomb branch relation (5.1) becomes

o = 4o, (6.3)

or more simply, 0 = —q. Hence, the o fields describe Dolbeault cohomology H** for
k < n, which matches the quantum cohomology ring of P"~!, with no need for any additional
contributions.

In this special case, the Landau-Ginzburg model has a linear superpotential, which does
not have any supersymmetric vacua (as dWW # 0), hence there is no contribution from the
Landau-Ginzburg model, consistent with the Coulomb branch computation.

6.2 Example: quadric hypersurfaces

Next, we turn to degree two hypersurfaces in P". (This case was also discussed in e.g. [28,
section 5.3]; we include this case for completeness.) We assume the hypersurfaces are Fano.
First, we discuss the mathematics. From equation (4.13),

14+ (=)" 1 0 n even
D 2) = ———— =)= ’ 6.4
p(n,2) 2 +(=) 1 n odd. (64)
Expanding the generating function (4.12), we have
14+y)— (1+2)
R — 6y0) iyt = ( , 6.5
%( ’) (1+2)%y— (1+y)%x (6:5)
y—x

T (y—x) —ayly—2) (6.6)

1 (. \k
RPN (6.7)
This is interpreted to mean
1 n—1o0dd,

R (P2)) = { (6.8)

2 n — 1even,

where the extra contribution for n — 1 even corresponds to monomials " ty"~ 1.

Mathematically, in the case that n + 1 is odd, the entire cohomology ring is a restriction
of the cohomology ring of P" to the hypersurface, specifically,

Clal/ (=" = q), (6.9)

and in this case, we will see that it can be completely understood from the Coulomb branch.
The quantum cohomology ring of P"[2] for n + 1 even can be presented as

Cly,t,ql/ (™! —4qy, yt=0, t*=(-1)F@y* —4q)) (6.10)

where n = 2k+ 1, y = 1 — .
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Now, let us turn to the corresponding physics. From the Coulomb branch, there are
o fields, obeying the relation (5.1)

o1 = ¢(—2)%0, (6.11)
or equivalently for our purposes
o™l = (=2)%q. (6.12)

The Coulomb branch contributes n — 1 states to the Dolbeault cohomology groups H**, of
which there are a total of n (corresponding to H** for k # n — 1). We will see that the
remaining state arises from the Landau-Ginzburg orbifold (LGO).)

Next, we consider the Landau-Ginzburg Z; orbifold. Here, for later use, note p € Zy(,,_1),
whose generator we label (. The states are as follows:

« 7 =0: one state of charge (g1, qg) = (0,0), p eigenvalue 1, which contributes to H**
with ¢ —k =0 and k+ ¢ =0 mod 2(n — 1), hence a linear combination of HP? for
2p =0 mod 2(n —1).

e 1 = 1: states of the form

U_1/21/2 fp(2)]0, RR) (6.13)

with f, ~ f, +dW for p satisfying (5.29). Since the ideal (dW) is generated by linear
monomials x;, this can only receive contributions from states with p = 0, which will
only happen if (n + 1)/2 € Z, meaning n + 1 is even. In that case, if n + 1 is even,
we get one state of this form, with charges (qr,qr) = (0,0), and p eigenvalue ("~ !,
where ( generates Zy(,_1). This state contributes to H: for b — k=0, k+0=n—1
mod 2(n — 1), hence H™~1/2(n=1)/2,

Thus, if n + 1 is even, the Landau-Ginzburg orbifold contributes two states (one from
each of r = 0 and r = 1), and if n + 1 is odd, it only contributes one (from r = 0). This
matches the results in [28, section 5.3], [29-31], and also completes the description of the
physical origin of the cohomology.

6.3 Example: cubic hypersurfaces

Next, we describe the contributions from the Landau-Ginzburg orbifold for a cubic hyper-
surface in P".

From equation (4.13),

Dy(n,3) = 5 (2" + (-)" 7). (6.14)

[SVIN )
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Expanding the generating function (4.12), we have

1+y)2—(1+2)?
B 5 g) abyf = —, 6.15
%% k) 1+ 2)Py — (1+y)x (6.15)
24z +vy
= 1
1 — 22y — 3oy — xy?’ (6.16)
e k
=2+x+y) Z <x2y + 3zy + :EyQ) , (6.17)
k=0
=2+ (z +y) + 2(a%y + 3zy + 2y°)
+ (z +y) (2% + 3zy + 29%) + - -- (6.18)
=2+ (z+y) + (6zy) + (52%y + 5wy®) + - . (6.19)

We list some special cases below, comparing results from both physics and mathematics.
In each case, we will take the Landau-Ginzburg superpotential to be of Fermat type, meaning

wW=> af. (6.20)
=0

Note that in the r = 1 sector, since for a Fermat cubic the ideal (dWV) includes all degree-two
terms of the form (z;)2, the number of surviving f,, modulo the ideal (dW), for any p is

n+1 n+1)!
( ) >:(ni1_;)!p!. (6.21)

In each case, we will begin by listing mathematics results for the Dolbeault cohomology
groups, and then give the corresponding physics. We will count states arising from both
the Coulomb and the Higgs (Landau-Ginzburg orbifold) branches. For the latter, we will
use symmetries to determine which Dolbeault groups H*! the states should contribute to,
using the relation (5.2)

{—k=qr+qg, (6.22)

and the fact that the p eigenvalue determines k£ + ¢ mod 2(n + 1 — d), using the p action
in equation (5.41).

631 n=>5

In this subsection we consider P°[3]. Mathematically, Dy(n,3) = 22, and expanding the
generating function, for fixed n = 5, we have

3 (h’“") - W) aFyt = 2y + 20222 + 2y, (6.23)
k.0

from which we deduce
¥ =1, n?? =21, A3 =1, (6.24)

plus
hO,D - 1= hl,l _ h2,2 — h3,3 — h4’4. (625)
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Now, let us turn to the corresponding physics. From the Coulomb branch, there are
o fields, obeying the relation (5.1)

o571 = ¢(=3)30?, (6.26)
or equivalently for our purposes
o = (=3)%q. (6.27)

The Coulomb branch contributes three states to HPP, and we will see the remainder arise
from Landau-Ginzburg orbifold states.

Next we turn to the Landau-Ginzburg orbifold. In passing, this orbifold (a Zg orbifold of
a superpotential that is degree 3 in six variables, is related to the SCFT for a K3 surface,
implemented as an orbifold of a product of two elliptic curves P2[3], consistent with the fact
that this theory flows to a SCFT with ¢/3 = 2, from (5.20). (Cubic fourfolds have also been
of recent interest in algebraic geometry, see e.g. [32].)

Next, we consider the Landau-Ginzburg orbifold states. Here, for later use, note that
p € Zg, whose generator we label (. The states are as follows:

« 7 =0: one state of charge (g, qg) = (0,0), p eigenvalue 1, which contributes to H**
with £ —k =0and k+ ¢ =0 mod 6, hence a linear combination of H%?, H33.

e 7 = 1: states of the form

U71/2,1/2 fp(x)]0, RR) (6.28)

with f, ~ f, +dW for p satisfying (5.29):

— one state for p = 0 of the form f, =1 of charge (¢r,qr) = (—2,0), p eigenvalue
¢*, which contribute to H** with ¢ —k = —2 and k + ¢ =4 mod 6, hence H>.

— 20 states for p = 3 of the form f, = x;xjz; of charge (qr,qr) = (—1,+1), p
eigenvalue ¢*, which contribute to H** with £ —k =0 and k+¢ =4 mod 6, hence
H?2,

— one state for p = 6 of the form f, = x;, x4, xi, 24,75 x4 of charge (qr,qr) = (0,+2),
p eigenvalue ¢*, which contributes to H*¢ with £ — k = +2 and k +¢ =4 mod 6,
hence H!'3.

« 7 = 2: one state of charge (qr,qr) = (-2, +2), p eigenvalue (¥, which contributes to
H" with ¢ —k =0 and k+ ¢ =8 mod 6, hence a linear combination of Hb!, H*4.

We summarize our results below on a Hodge diamond, using ¢ to indicate Coulomb-
branch contributions from ¢ fields, and LG to indicate Higgs-branch contributions from
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Landau-Ginzburg orbifold states:

1 LG,—g, o
0 0 0 0
0 1 0 0 LG,—2, o 0
0 0 0 0 0 0 0 0
0 1 21 1 0 = 0 LG LGy_1, o LG 0
0 0 0 0 0 0 0 0
0 1 0 0 LGyog, o 0
0 0 0 0
1 LGTZQ, g

632 n=7

In this subsection we consider P7[3]. Mathematically, D,(n,3) = 86, and expanding the
generating function, for fixed n = 7, we have

Z (hk’g — 5;@7@) akyt = 8aty? + 70233 + 8z 2y, (6.29)
k¢

from which we deduce
2 =8, B33 =171, K3t =38, (6.30)

plus
h0,0 - 1= hl,l _ h2,2 — h4,4 — h5.5 — h6’6. (631)

Now, let us turn to the corresponding physics. From the Coulomb branch, there are
o fields, obeying the relation (5.1)

o871 = q(=3)30?, (6.32)
or equivalently for our purposes
o’ = (-3)3. (6.33)

The Coulomb branch contributes five states to H**, and we will see that the remainder
arise from Landau-Ginzburg orbifold states.

Next we turn to the Landau-Ginzburg orbifold. Here, for later use, note that p € Z,
whose generator we label (. The states are as follows:

« 7 =0: one state of charge (¢, qg) = (0,0), p eigenvalue 1, which contributes to H**
for { —k=0and k+¢=0 mod 10, hence a linear combination of H%?, H55,

e 1 = 1: states of the form
U 172172 fp(x)]0, RR) (6.34)

with f, ~ f, +dW for p satisfying (5.29):

— 8 states for p = 1 of the form f, = x; of charge (qr,qr) = (=7/3,+1/3), p
eigenvalue (%, which contribute to H** for £ —k = —2 and k + ¢ = 6 mod 10,
hence H*2.
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— 70 states for p = 4 of the form f, = x;, xi,xi,xi, of charge (qr,qr) = (—4/3,+4/3),
p eigenvalue (8, which contribute to H*¢ for £ — k = 0 and k + ¢ = 6 mod 10,
hence H33.

— 8 states for p = 7 of the form f, = x;, x4, xi, i, xisTigxi, of charge (qr,qr) =
(=1/3,4+7/3), p eigenvalue ¢ which contribute to H®! for £ — k = +2 and
k+¢=6 mod 10, hence H>*.

e 7 =2: one state of charge (q,qr) = (—8/3,+8/3), p eigenvalue ('2, which contributes
to H** for £ —k =0 and k+ ¢ = 12 mod 10, hence a linear combination of H1, H66,

In terms of the Hodge diamond for P7[3],

1
0 0
0 1 0
0 0 0 0
0 0 1 0 0
0 0 0 0 0 0
0 0 8 71 8 0 0
0 0 0 0 0 0
0 0 1 0 0
0 0 0 0
0 1 0
0 0
1

the physical origin of the cohomology is described as

LGr:(), g
0 0
0 LG,«ZQ, g 0
0 0 0 0
0 0 o 0 0
0 0 0 0 0 0
0 0 LG LG,=1, 0 LG 0 0
0 0 0 0 0 0
0 0 o 0 0
0 0 0 0
0 LGr:(), g 0
0 0
LGT:Q, g

7 Other theories

In this section we will apply the same ideas to computations in quantum K theory (realized
via three-dimensional GLSMs) and quantum sheaf cohomology (realized via two-dimensional
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GLSMs with (0,2) supersymmetry). We will see that the structure of the mathematical
results is consistent with the form of the computations described earlier; unfortunately, in
both cases there is insufficient symmetry to make a prediction just from the physics we
currently understand.

7.1 Quantum K theory

Quantum K theory can be computed from three-dimensional GLSMs, see e.g. [28, 33-39].
Consider a three-manifold of the form S' x ¥, for a Riemann surface ¥. The quantum K
theory relations emerge as the OPEs of Wilson lines wrapped on S' as they are brought closer
along ¥. By performing a Kaluza-Klein reduction to ¥ (and resumming, not truncating,
the higher modes), one recovers an effective two-dimensional theory in which OPEs of local
operators encode the Wilson line OPEs of the three-dimensional theory.

For GLSMs without superpotential describing Fano target spaces, these ideas have been
used to compute quantum K theory ring relations using Coulomb branch relations, in the
same pattern as [2]. It is natural to try to extend these computations to Fano spaces described
by GLSMs with superpotential, using the methods described earlier.

Unfortunately, for quantum K theory, in general we are only able to use the physical
methods above to make weaker statements, essentially because the observables in the quantum
K theory ring do not have well-defined U(1)r eigenvalues, so internal consistency is a weaker
constraint. We describe some computations below.

For P"[d], the quantum K theory ring determined solely by the Coulomb branch (o fields)
has the form [28, equ'n (5.7)], [34, equ’'n (2.24)], namely

(1—2)"" = (=)%q(1 — 297, (7.1)

and we also assume (3.2) that o - ¢ = 0, or more explicitly (1 — z)t = 0, for any Landau-
Ginzburg orbifold state. (we use here o ~ 1 — z.) This will determine some, but not all,
of the quantum K theory ring relations.

Let us briefly walk through two examples.

First, consider the quantum K theory of a hyperplane, P"[1]. For the same reasons
discussed earlier in section 6.1 and in [28, section 5.2], the superpotential acts as a mass
term, removing both p and z,.1, reducing this theory to the P*~! model, with quantum
K theory given by that of P"~ 1.

Next, we consider degree two hypersurfaces. Our analysis in this case closely follows that
of quantum cohomology for degree two hypersurfaces. In the Landau-Ginzburg phase, for
a nondegenerate quadric @, the x; are massive, and there are n + 1 of them.

Just as in our discussion of quantum cohomology of quadrics, if n + 1 is odd, taking the
Zso orbifold results in a single vacuum, whereas if n 4 1 is even, taking the Zs orbifold results
in a pair of vacua. Specializing (7.1), the o field contribution obeys

(1—z)"™ =4 (1 - $2)2 , (7.2)

For n+1 odd, as there are no nontrivial Landau-Ginzburg orbifold vacua, one expects that
this is the complete quantum K theory ring of P"[2]. Indeed, for n+1 odd, this matches known
results for this case (see e.g. [28] and references therein), under the dictionary 1 — 2« = 0.
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For n 4 1 even, for the same reason as in quantum cohomology computations, physics
predicts that the quantum K theory ring of P"[2] has an extra generator ¢ in (middle) degree
k = n — 1 and relations

(1—2)" =4 (1 - 932)2 , (7.3)

(1—z)-t=0, (7.4)

using (3.2), plus a relation involving t2, to which we turn next.

To get the t? relation, we can try to follow the same procedure as for quantum cohomology.
Write y = 1 — x. Since the pertinent operators do not have well-defined U(1)r eigenvalues,
we can only say that 2 is some polynomial in y. Applying yt? = 0, requires that

yt o f(y) (" — ayly - 2)) , (7.5)

for some unknown function f(y) We can then read off that

2= fy) ("' —aly - 2)?) (7.6)

(up to a proportionality factor which can be absorbed into the definition of t).

To completely determine the relation, we would need to determine the function f(y). In
quantum cohomology, f(y) was determined on symmetry grounds, but that is not an option
here. We leave the physical determination of f(y) for future work.

We can compare to existing mathematics results'® for the case n+1 even, which determine
f(y) to be a constant. Specifically a presentation of the quantum K theory ring of P"[2]
for n + 1 even is given by

Cly.t,q)/ (" —ayly —2)%, yt=0, =1 " —aly—-2)%) (7.7)
under the dictionary
y=1-2=07, t=0,—0O_1.1. (7.8)
Here the notation O indicates a Schubert class
Oo, O1 =07, -+, Ok, Or—11, Okt Ok, (7.9)

where n = 2k + 1. Linearizing this result reproduces the quantum cohomology ring (6.10)
of the quadric P"[2] for n odd, namely

Cly,t,ql/ (™" —4qy, yt=0, £*=(-1)F* - 4q)) (7.10)

where n = 2k+ 1,y =1 — =z.
These matters have also been considered in [40], where further subtleties are discussed.

1¥We would like to thank L. Mihalcea and W. Xu for discussions of the quantum K theory ring of P"[2].
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7.2 Quantum sheaf cohomology

Quantum sheaf cohomology [41] is a quantum-corrected sheaf cohomology ring, realized
physically via twisted two-dimensional (0,2) supersymmetric theories. It can also be realized
in gauged linear sigma models. For Fano toric varieties, it was computed using GLSM
techniques in [42, 43], and mathematically in [44, 45]. See also [46, 47] for computations on
Grassmannians, and [48] for computations on flag manifolds. See also [49-51] and references
therein for reviews and additional references.

For quantum sheaf cohomology, we expect an analogue of (3.2), the statement that
ot = 0 in OPE rings, essentially because of the (0,2) GLSM bosonic potential term |E(¢)|?,
where on the (2,2) locus,

E(¢:i) = 0Qidi. (7.11)

Proceeding as before, one expects that the OPE ring should include the product ot = 0.

That said, the methods we have described so far do not suffice to describe the quantum
cohomology ring of a (0,2) deformation of a hypersurface. The reason'? is that ultimately (0,2)
deformations of hypersurfaces are encoded in J deformations, whereas typical quantum sheaf
cohomology computations have only been worked out for £ deformations, as we shall discuss.
Now, there is a duality that suggests one may be able to make progress: the Grassmannian
G(2,4) = P5[2], and (0,2) deformations of G(2,4) are E-deformations and hence computable.
Unfortunately, we shall see that the dictionary to P?[2] is sufficiently obscure to make any
possible conclusions about quantum sheaf cohomology of J deformations of P°[2], much less
hypersurfaces of other degrees, unreachable at this time. For completeness, we will quickly
walk through both of these points.

7.2.1 Basic setup
In (0,2) language, in a U(1) theory with chiral fields ® of charge @,

oW

E=Qo®d ==,

(7.12)

on the (2,2) locus. A quadric in P" is described in (0,2) language on the (2,2) locus as

E, = —20p, Jp = Q(x),
(7.13)
E; = ox;, Ji = p 0;Q(x:).
We can deform off the (2,2) locus by adding terms to the J’s, such that
> EyJo=0. (7.14)

field

19Well, one reason. As is well-known, for (2,2) cases, the dimension of the chiral ring is invariant under
deformations. For (0,2) theories, matters are slightly more subtle. For example, in geometric realizations, the
states correspond to sheaf cohomology, which can jump due to the semicontinuity theorem, see e.g. [52, section
II1.12]. One particularly vivid recent example of this subtlety in (0,2) theories along RG flows specifically is
described in [53]. In any event, our central concerns here are different in nature.
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In the present case, for (0,2) deformations of P"[2], this can be accomplished by taking

Ep = _20-p’ J = Q(xl)>

E; = ox;, Ji =p0iQ(xi) + > pAya;,
j

(7.15)

where A;; is an antisymmetric (n + 1) x (n + 1) matrix. It is straightforward to check
that this satisfies (7.14).

We can simplify the expression above by observing that
@Q = Z Sl'j:L‘j (7.16)
J
for a symmetric matrix S;;, hence

Ji ZpZMijl’j, (7.17)
J

where M;; is a general (n + 1) x (n + 1) matrix whose symmetric part is determined by
derivatives of Q.

In any event, we now see the basic problem: current techniques for computing quantum
sheaf cohomology are restricted to E deformations, but the (0,2) deformations of a hypersurface
in P" are instead deformations of J, for which no computational methods currently exist.

In the next subsection, we will discuss a possible workaround in a special case, for which
a duality exists to a different description, in which the (0,2) deformations are realized by E
deformations, not J deformations, and so quantum sheaf cohomology is computable.

7.2.2 Special case: P?[2] = G(2,4)

One family of cases for which we have results are (0,2) deformations of P°[2], using the fact
that P5[2] is the same as the Grassmannian G(2,4), and results on quantum sheaf cohomology
for Grassmannians are known [46, 47]. We shall rewrite known results for G(2,4) in the
form of results for the quadric P5[2]. We shall see that when expressed in the language of
the presentation P°[2], the quantum sheaf cohomology ring can be described in terms of
generators o, t (on the Coulomb and Higgs branches, respectively), such that o -t = 0, as
expected for a mixed branch OPE. Unfortunately, the form of ¢ is obscure, and so we are not
able to use this as a key for predicting results for more general hypersurfaces.

Before describing (0,2) deformations, let us first quickly review the (2,2) supersymmetric
G(2,4) and its (ordinary) quantum cohomology ring. The cohomology ring of any Grass-
mannian G(k,n) is described additively by Young tableau fitting inside a k x n box, which
for G(2,4) means the cohomology ring has the additive generators

L oo =0 o) =om o o O (7.18)
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with cohomological degree given by twice the number of boxes. Multiplicatively, this ring
has relations

o0OLD = o, (7.19)
UH =0l — 9(2), (7.20)
Th = oo (7.21)
by (7.22)
= 25 (7.23)

J4D + UQDUDj + U]zjj - Jl%‘JH = —q. (7.24)
Note that there are two degree four elements, o717 and O'H, and as we now argue, the
nontrivial Landau-Ginzburg field ¢ arising in the presentation P°[2] is a linear combination of
these elements. It is natural to identify the Zs quantum symmetry of the Landau-Ginzburg
orbifold with a transpose operation on the Young tableau, which leaves elements of all other
degrees invariant and exchanges o1 and O‘H. Up to scalar multiples, we then identify

t=or1]— H (7.25)

As there is only one generator of cohomological degree 2, namely o, we identify, up to
scalar multiplication,

o= o] (7.26)
The reader should note that equation (7.19) then implies equation (3.2), namely,
o-t=0. (7.27)

Now, (0,2) deformations of a Grassmannian G(k,n) are defined by a traceless n x n matrix
B, as described in [46, 47]. The resulting quantum sheaf cohomology ring is defined in terms of
functions I; defined [46, section 2.2] to be the coefficients of the characteristic polynomial of B:

n
det(tI + B) = > I, _t". (7.28)
=0
For example,
Iy=1, I =trB, I,=det B. (7.29)

For the special case of (0,2) deformations of G(2,4), the quantum sheaf cohomology ring
computed in [46] can be described in terms of the additive generators

L, oy, o@), B T H (7.30)
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by the relations

omyo@) 1+ I+ s+ I3] = U(l)UH 1—1y—I3], (7.31)
O'H = 0(21) — 0(2)s (7.32)

O'Hj = 0(1)05, (7.33)

UB} = 0(22) — 0(21)0(2) + U(QI)O'H, (7.34)

= QH (7.35)
oly [L+ I+ L) + 0yo@) [-1+ L + D] + ofy) — 0(21)05 2+ 1] = —q. (7.36)
As a consistency check, on the (2,2) locus, the relations above reduce to
7MW@ = U(l)UH - Bj’
UBH = 0(22) = O'QB,

(7.37)
o (2)05 =q,
O
which is a presentation of the ordinary quantum cohomology ring of G(2,4).
If we naively identify
t=o0p) — B, (7.38)

as we did on the (2,2) locus, then we see from (7.31) that ot # 0. However, there is no
fundamental reason why ¢ should be identified in the same fashion as on the (2,2) locus.
Instead, it is also clear from (7.31) that if we instead pick

t:O‘(g)[l—l-Il—{—Ig—FIg]— H[l—[g—]g}, (7.39)

then o -t = 0, as expected.

We believe that the correct identification with the (0,2) deformation of P5[2] is the
relation (7.39) above, which is consistent with expectations. Clearly, renormalization group
flow is being shifted by the (0,2) deformations in such a way as to make the identification of ¢
somewhat obscure. Unfortunately, we do not know of a way to identify ¢ from first principles,
and so the arguments of this paper are not sufficient to make predictions for quantum sheaf
cohomology in mixed Higgs-Coulomb phases.

8 Conclusions

In this paper, we have generalized the Coulomb-branch based computations of quantum
cohomology described in [2] to cases with mixed Higgs-Coulomb branches, discussing in detail
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the case of GLSMs for hypersurfaces in projective spaces, P"[d]. We have described in detail
how the vector space and product structures are reproduced by physical computations in
the IR phase with both Higgs and Coulomb branches.

One of the conclusions of this work is that the cohomology of a Fano hypersurface
has a decomposition corresponding to the Coulomb and Higgs sectors that is distinct from
the decomposition of Dolbeault cohomology into primitive and non-primitive subspaces.
It may be interesting to explore the mathematical implications of this Higgs/Coulomb
decomposition further.

In terms of generalizing our results, perhaps the most immediate next step is to consider
GLSMs for complete intersection Fano varieties in P". In this case the Higgs sector of the
IR phase is a hybrid theory, and a detailed comparison of the well-understood UV phase
may clarify a number of aspects of hybrid CFTs. As these are perhaps the closest to a
“generic” Higgs branch of a GLSM, it would be quite useful to have more detailed studies
of their structure in a controlled setting.

It would also be interesting and reasonably straightforward to repeat the correlation
function computations of section 5 using the technology of supersymmetric localization,
as in e.g. [9], as well as to generalize our results to hypersurfaces in (resolved) weighted
projective spaces. It should also be instructive to consider higher rank GLSMs, where the
Higgs/Coulomb decomposition will become more intricate and there will be genuine mixed
sectors, where some ¢ fields have large expectation values, while others are set to zero.

Finally, it remains an open problem to extend these ideas to quantum K theory and
quantum sheaf cohomology computations for Fano spaces described by GLSMs with super-
potential. In both cases, as we have seen, the ideas we have described in this paper are
not sufficient to completely predict the OPE ring. We leave for future work the question
of extending these methods to cover those cases.
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